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About ENISA 

The European Union Agency for Network and Information Security (ENISA) is a centre of network and 
ƛƴŦƻǊƳŀǘƛƻƴ ǎŜŎǳǊƛǘȅ ŜȄǇŜǊǘƛǎŜ ŦƻǊ ǘƘŜ 9¦Σ ƛǘǎ ƳŜƳōŜǊ ǎǘŀǘŜǎΣ ǘƘŜ ǇǊƛǾŀǘŜ ǎŜŎǘƻǊ ŀƴŘ 9ǳǊƻǇŜΩǎ ŎƛǘƛȊŜƴǎΦ 
ENISA works with these groups to develop advice and recommendations on good practice in 
information security. It assists EU member states in implementing relevant EU legislation and works 
ǘƻ ƛƳǇǊƻǾŜ ǘƘŜ ǊŜǎƛƭƛŜƴŎŜ ƻŦ 9ǳǊƻǇŜΩǎ ŎǊƛǘƛŎŀƭ ƛƴŦƻǊƳŀǘƛƻƴ ƛƴŦǊŀǎǘǊǳŎǘǳǊŜ ŀƴŘ ƴŜǘǿƻǊƪǎΦ 9bL{! ǎŜŜƪǎ ǘƻ 
enhance existing expertise in EU member states by supporting the development of cross-border 
communities committed to improving network and information security throughout the EU. More 
information about ENISA and its work can be found at www.enisa.europa.eu. 
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Main Objective 

Present the trainees various methods of potentially malicious artifacts 

acquisition methods with emphasis on artifacts collected through spam 

monitoring. Teach how to set up spam collecting environment and 

artifacts repository. The exercise also provides knowledge how to 

modify and patch created system to better suit environment needs. 

Targeted Audience 

The exercise is dedicated to CERT staff involved in new threats detection 

and analysis. The exercise should be also helpful to CERT staff involved 

in malicious artifacts analysis as it presents how to create and use 

artifacts repository. 

Total Duration 4.5 hours 

Time Schedule 

Introduction to the exercise 0.5 hours 

Task 1: Spam trap configuration and usage 1.0 hours 

Task 2: General methods for building the storage for 

artifacts 
1.5 hours 

Task 3: Spam content analysis methods 1.0 hours 

Summary of the exercise 0.5 hours 

Frequency 
LǘΩǎ ŀŘǾƛǎŜŘ ǘƻ ƻǊƎŀƴƛǎŜ ǘƘƛǎ training when new team members who are 

involved in threat detection or malicious artifact analysis join a CERT. 
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1 General description 

The aim of this exercise is to show participants different methods of collecting, sorting and storing 
artifacts. During the exercise trainees will obtain artifacts from spam emails, and then store them in 
the configured storage. 

In the first phase, participants will configure Shiva honeypot4, which will be used to collect unwanted 
electronic mail. Next, students will test the spam trap by starting the provided script. If everything is 
working, participants will create and test a simple artifacts repository based on the Viper5 project. 
Then students will learn how to modify Viper and Shiva code to extend their functionality. 

In the second phase, when Shiva and Viper are configured, students will start a script to generate spam 
messages. Then students will carry out analysis of the received e-mails. 

In this exercise students will learn: 

a) How to configure a spamtrap based on Shiva honeypot? 

b) How to create an artifacts repository using Viper? 

c) How to extend Shiva and Viper functionality? 

d) How to analyse spam messages collected by Shiva? 

 
Figure 1: Architecture of the system which will be built during this exercise. 

  

                                                           
4 https://github.com/shiva-spampot/shiva 
5 http://viper.li/  

https://github.com/shiva-spampot/shiva
http://viper.li/
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2 Task 1 ς Spamtrap configuration and usage 

In this step the participants install and configure Shiva honeypot6, which is a high interaction SMTP 
honeypot specifically designed for spam collection and analysis. Shiva consists of two primary 
modules: shivaReceiver and shivaAnalyzer. The first one acts as a typical SMTP server allowing to 
receive and store e-mails containing spam. The second module performs preliminary spam analysis to 
detect similar messages (based on fuzzy hashing7) as well as extracting any attachments or uniform 
resource locators (URLs) contained in the spam messages. 

2.1 Installing Shiva dependencies 

Shiva honeypot is a Python project using Lamson Python Mail Server as a backend. Shiva also depends 
on an Exim4 mail server to relay e-mails (not used in the exercise) and a MySQL database to store the 
results. 

First stop InetSim service: 

Stopping INetSim 

$ sudo service inetsim stop  

Next install basic Shiva dependencies required by its installation script: 

Installing Shiva dependencies 

$ sudo apt - get install g++ make automake autoconf  python - dev python -

virtualenv  exim4 - daemon- light libmysqlclient - dev  libffi - dev  

Then install ssdeep 2.10 from packages specially built for this exercise ς default ssdeep version in the 
Ubuntu repository is too old and doesƴΩǘ ǿƻǊƪ ǿƛǘƘ {ƘƛǾŀΦ 

ssdeep 2.10 installation 

$ cd /home/enisa/enisa/packages/extra  

$ sudo dpkg - i libfuzzy* ssdeep*  

Install MySQL database which is used by Shiva to store the analysed spam e-mails. When asked for a 
ƴŜǿ ǇŀǎǎǿƻǊŘ ǇƭŜŀǎŜ ǇǊƻǾƛŘŜ ǇŀǎǎǿƻǊŘ άŜƴƛǎŀέΦ Lǘ ǿƛƭƭ ōŜ ƴŜŜŘŜŘ ƭŀǘŜǊΦ 

MySQL database installation 

$ sudo apt - get install mysql - server  

                                                           
6 https://github.com/shiva-spampot/shiva 
7 http://jessekornblum.com/presentations/htcia06.pdf 

https://github.com/shiva-spampot/shiva
http://jessekornblum.com/presentations/htcia06.pdf
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Figure 2. Setting root password for MySQL database [enisa]. 

 

Figure 3. Confirming MySQL root password [enisa]. 

At the time of the writing of this document, {ƘƛǾŀ ƘƻƴŜȅǇƻǘ ŘƻŜǎƴΩǘ ǇǊƻǾƛŘŜ ŀƴȅ D¦L ƛƴǘŜǊŦŀŎŜ ǘƻ ǾƛŜǿ 
and analyse stored results. All results are stored in the database. To make viewing the results easier, 
install phpMyAdmin. When asked to automatically reconfigure the web server, choose apache2 (select 
with space). When asked for a new phpMyAdmin password, set the password to άŜƴƛǎŀέΦ 

phpMyAdmin installation 

$ sudo apt - get install phpMyAdmin  
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Figure 4. phpMyAdmin configuration - choosing web server [apache2] 

 
Figure 5. phpMyAdmin configuration - automatic database configuration [Yes] 
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Figure 6. phpMyAdmin configuration ς providing MySQL database root password [enisa] 

 
Figure 7. phpMyAdmin configuration ς setting up phpMyAdmin root password [enisa] 
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Figure 8. phpMyAdmin configuration ς confirming phpMyAdmin password 

Then configure Apache webserver to listen only on eth2 interface (192.168.56.10). In this way, no 
unauthorized person nor any malware running on the Winbox machine would be able to access the 
local phpMyAdmin instance. 

Changing apache2 listen address 

$ cd /etc/apache2  

$ sudo sed - i 's/^Listen .*/Listen 192.168.56.10:80/' ports.conf  

$ sudo apachectl resta rt  

Then check if phpMyAdmin is working by starting a web browser in the host/native system and going 
to the address http://192.168.56.10/phpmyadmin. To login to phpMyAdmin use root username and 
the previously provided phpMyAdmin password (enisa). 
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Figure 9. phpMyAdmin login screen (http://192.168.56.10/phpmyadmin/) 

PhpMyAdmin is a graphical user interface frontend to the MySQL database where Shiva honeypot 
stores the results. PhpMyAdmin allows to manage the database as well as to view the data stored in 
the database. The students will use it later in the exercise to view results created by the Shiva spam 
honeypot. 

After successfully installing all dependencies, the InetSim can be started again. InetSim and Apache2 
will now listen on two separate interfaces (10.0.0.1, eth1 ς InetSim and 192.168.56.10, eth2 ς 
Apache2). 

Starting INetSim 

$ sudo service inetsim start  

2.2 Installing Shiva honeypot 

Copy and unpack Shiva source code to /opt/ directory and then start the installation. You need to issue 
chmod +x command to installation files prior the installation 

Copying Shiva code 
$ cd /opt/  

$ sudo cp - a /home/enisa/enisa/ex2/source/shiva .  

$ sudo chown ïR enisa:enisa shiva  

$ cd shiva  

$ ./install.sh  

During the installation, you will be asked whether to store analysed data in the database ς answer 
Ψ¸ŜǎΩΦ 
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Figure 10. Shiva installation - database question [Yes] 

Depending on the machine and system resources, this process might take up to a few minutes. If 
everything goes fine, you should see a message informing you that the installation is complete and 
you can start using the Shiva honeypot. 

Message informing about successful Shiva installation 
[+] Setting up Shiva Analyzer done!  

 

[*] Creating necessary folders and updating configuration 

files.....  

 

[+] All done -  phew!!!. Refer to User Manual to further customize 

exim MTA, shiva.conf configuration file and starting honeyp0t  

In case of any errors during the installation, remove the newly created shiva directory 
(/opt/shiva/shiva), resolve any problems and start installation script again. 

2.3 Shiva configuration 

After installation, go to the newly created shiva directory and open the shiva.conf configuration file 
with your favourite editor (vim, nano). 

Shiva configuration 
$ cd /opt/shiva/shiva  

$ $EDITOR shiva.conf  

Change the ƭƛǎǘŜƴƛƴƎ Ƙƻǎǘ ŀƴŘ ǇƻǊǘ ƻŦ ǘƘŜ ǎƘƛǾŀwŜŎŜƛǾŜǊ ƳƻŘǳƭŜ όώǊŜŎŜƛǾŜǊϐ ǎŜŎǘƛƻƴύΦ LǘΩǎ ŀƴ ŀŘŘǊŜǎǎ ƻƴ 
which the main SMTP process will be listening for incoming spam messages. For the purpose of the 
exercise you can leave 127.0.0.1 as a listening host but otherwise it should be set to the external IP 
address. 

shiva.conf 
[receiver]  

listenhost : 127.0.0.1  

listenport : 25  

Disable spam relaying. In normal situation (as it was explained in exercise introduction) a user might 
decide to relay certain spam messages. By default Shiva allows a limited number of e-mails to redirect 
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in each time period. For the purpose of the exercise, relaying should be disabled; ǿŜ ŘƻƴΩǘ ǿŀƴǘ ǘƻ 
relay any spam messages to the outside world. 

shiva.conf 
[analyzer]  

rela y : False  

Set the scheduler time to 5 minutes. This is a time period at which scheduler starts analysing new e-
mails and then pushes results to the database. In a normal case situation, to optimise performance, 
you may consider setting this time longer. The sŎƘŜŘǳƭŜǊ ǎƘƻǳƭŘƴΩǘ ōŜ ǎŜǘ ǘƻ ƭŜǎǎ ǘƘŀƴ п ƳƛƴǳǘŜǎ ŘǳŜ 
to certain race conditions in Shiva source code. 

shiva.conf 
[analyzer]  

scheduler time  : 5  

Configure database access in the [database] section. By default Shiva honeypot uses MySQL database 
and created two instances of databases. One for temporary results (ShivaTemp) and one for the final 
database (Shiva). 

shiva.conf 
[database]  

localdb : True  

host : 127.0.0.1  

user : root  

password : enisa  

Disable additional notifications and the hpfeeds sharing feature. 

shiva.conf 
[hpfeeds]  

enabled : False  

 

[notification]  

enabled : False  

After saving the configuration file, the last step is to setup DB scheme and reconfigure local mail 
transfer agent (MTA) service (exim4). It can be done with dbcreate.py and setup_exim4.sh scripts. 

Setting up DB and exim4 
$ cd /opt/shiva/shiva  

$ python2 ./dbcreate.py  

confpath:  /opt/shiva/shiva/../shiva/shiva.conf  

Temporary database created.  

Main database created.  

$ sudo ./setup_exim4.sh  

 * Stopping MTA for restart   [ OK ]  

 * Restarting MTA             [ OK ]  

2.4 Running Shiva honeypot 

Shiva consists of two distinct modules: shivaReceiver and shivaAnalyzer. The first one is responsible 
for receiving spam while the second one does some basic spam analysis and stores the results in the 
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ŘŀǘŀōŀǎŜΦ Lƴ ƴƻǊƳŀƭ ƻǇŜǊŀǘƛƻƴǎ ƛǘΩǎ ōŜǎǘ ǘƻ Ǌǳƴ ōƻǘƘ modules - except in situations where you collect 
spam in distributed environments or where certain hosts are intended to collect spam only while other 
hosts perform analyses. 

To start shivaReceiver: 

Starting shivaReceiver 
$ sudo su  

# cd /opt/shiva/shiva/shivaReceiver/  

# source bin/activate  

(shivaReceiver)# cd receiver/  

(shivaReceiver)# lamson start  

(shivaReceiver)# deactivate  

# exit  

Next start shivaAnalyzer: 

Starting shivaAnalyzer 
$ cd /opt/shiva/shiva/shivaAnalyzer/  

$ source bin/activate  

(shivaAnalyzer)$ cd analyzer/  

(shivaAnalyzer)$ lamson start  

(shivaAnalyzer)$ deactivate  

 
Figure 11. Checking if Shiva processes are running. 

2.5 Testing Shiva honeypot 

To test if Shiva was properly configured and is working, a special script should be used. This script will 
send a test e-mail to the Shiva local port and then students will view in logs if a new message was 
processed and was correctly added to the database. 

First open two additional console windows in your host system and connect in both of them to Styx 
using ssh. If you are familiar with the screen tool, instead of opening two new windows you can start 
the screen and open two new tabs. 

Connecting to Styx VM with ssh on Host-Only port 
$ ssh enisa@192.168.56.10  

Then, in the first additional window, view Shiva Receiver logs: 

Viewing Receiver logs 
$ cd /opt/shiva/shiva/shivaReceiver/receiver  

$ tail ïf logs/lamson.log  

mailto:enisa@192.168.56.10
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Figure 12. Viewing shivaReceiver logs. 

In the second additional window, view Shiva Analyzer logs: 

Viewing Analyzer logs 
$ cd /opt/shiva/shiva/shivaAnalyzer/analyzer  

$ tail ïf logs/lamson.log  

 
Figure 13. Viewing shivaAnalyzer logs. 

When the preview of Receiver and Analyzer logs is open, start the test-shiva script in the primary 
window to send the test e-mails. 

Sending test e-mails 
$ /home/enisa/enisa/ex2/scripts/spam - script/test - shiva  

At the same time, observe the Receiver and Analyzer logs. In both windows there should appear 
information about new messages being processed. 








































