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PARAMETER DESCRIPTION DURATION 

Main Objective 

Participants will set up their own lab 
environment, consisting of two virtual 
machines. 

For the first part of the exercise, basic VM 
images with preloaded files are provided. 
The installation and configuration process 
include: compiling software from the 
source, generating TLS/SSL certificate files, 
setting up the Certificate Authority, 
configuring web browser to recognise proxy 
server as CA and configuring proxy log 
analysis tool - SARG. 

The second part of the exercise will begin 
with participants receiving a firewall log. 
After analysis and comparing the results 
against MISP database, proxy server logs 
will be checked for: four infected hosts, 
exfiltrated database filenames, text storage 
site address and new malicious Command & 
Control server address. 

At the DNS part, participants will learn how 
to analyse provided BIND logs using popular 
Linux tools and simple scripts, and look for 
evidence of exfiltration against another 
technique. 

 

Targeted Audience  

The exercise is dedicated to less-
experienced CSIRT staff involved in network 
forensics. The exercise is expected to be 
also of value to more experienced CSIRT 
team members, involved in daily incident 
response.  

 

Total Duration 6.0 hours  

Time Schedule 
Introduction to the exercise and tools 
overview 

1 hour 

 Setting up the environment 2 hours 

 Log analysis 3 hours 

 Introduction to DNS protocol 1 hour 

 BIND log analysis 1 hour 

Frequency 
It is advised to organise this exercise when 
new team members join a CERT/CSIRT. 
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1. What Will You Learn? 

 Detecting exfiltration on a large finance corporation environment 
During the course of this exercise, participants will learn the basic concepts of the proxy server operation, 
and how inspecting the SSL traffic can aid forensic investigators. Students will also learn about the 
Malware Information Sharing Platform (MISP) and the role in can play in threat analysis. 

By working with crafted firewall and proxy server logs, trainees will learn the basic approach to log 
analysis, get familiar with basic Linux command line tools and discover what kind of information can be 
extracted by combining them with MISP database. 

Additionally, students will work with BIND logs learning about more concealed way of data exfiltration 
using DNS protocol. In this part, participants will analyse provided log files looking for evidence of data 
exfiltration with common Linux tools like grep and search for anomalous DNS queries. By working with 
simple Python script trainees will look for signs of data exfiltration logfiles using basic statistical analysis. 
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2. Introduction 

 Squid Proxy Server configuration 
The two Virtual Machine images for the Squid Server and Squid Client can be downloaded here: 

https://www.enisa.europa.eu/ftp/ENISA_INF_Squid_Server_5.2.ova 
https://www.enisa.europa.eu/ftp/ENISA_INF_Squid_Client_5.2.ova 

 Both of them can be accessed using same credentials: 

Credentials to the machine: 

  

 

 

 

The exercise should be conducted using squid user account. If there is a need to access root account, the 
password is also squid. 

First step is to compile the software from the source on the Squid Server machine. Source files have been 
preloaded to the /home/squid/squid-3.5.27 folder. 

Issuing these commands will install Squid and set the ownership to squid user: 

cd squid-3.5.27 

 

./configure --enable-ssl-crtd --with-openssl 

 

sudo make && sudo make install 

 

sudo chown squid:squid -R /usr/local/squid 

PLEASE NOTE: compiling the software can take up to 10 minutes. 

In order for Squid Server to able to inspect SSL traffic, it needs to act as a trusted Certificate Authority. For 
that purpose, a certificate needs to be generated: 

mkdir /usr/local/squid/ssl_cert 

 

cd /usr/local/squid/ssl_cert 

 

openssl req -new -newkey rsa:4096 -sha256 -days 365 -nodes -x509 -

extensions v3_ca -keyout squid.pem  -out squid.pem 

 

openssl x509 -in squid.pem -outform DER -out squid.der 

No additional data needs to be provided during the creation of certificate. 

PARAMETER VALUE 

Username squid 

 

Password squid 

https://www.enisa.europa.eu/ftp/ENISA_INF_Squid_Server_5.2.ova
https://www.enisa.europa.eu/ftp/ENISA_INF_Squid_Client_5.2.ova
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Squid configuration file needs to be adjusted to activate the SSL inspection capabilities. The path to config 
file is /usr/local/squid/etc/squid.conf. 

Line 59, containing the http_port 3128 needs to be commented our or removed. At the end of file, 
these directives need to be added: 

http_port 0.0.0.0:3128 ssl-bump cert=/usr/local/squid/ssl_cert/squid.pem 

generate-host-certificates=on  dynamic_cert_mem_cache_size=4MB 

sslcrtd_program /usr/local/squid/libexec/ssl_crtd -s /var/lib/ssl_db -M 

4MB 

acl step1 at_step SslBump1  

acl exceptions ssl::server_name .10.1.1.1  

ssl_bump splice exceptions 

ssl_bump peek step1 

ssl_bump bump all 

SSL certificate database needs to be activated and its ownership changed to squid user: 

sudo /usr/local/squid/libexec/ssl_crtd -c -s /var/lib/ssl_db -M 4MB 

sudo chown squid:squid /var/lib/ssl_db 

Squid software is activated by issuing the command: 

/usr/local/squid/sbin/squid 

If proxy server is up and running, netstat command will show that the machine is listening on port 3128: 

netstat -plnt 

 

Figure 1. Netstat showing Squid proxy listening on port 3128 

Below command will show a preview of proxy log file: 

tail -f /usr/local/squid/var/logs/access.log 

 

 Squid Client configuration 
CA needs to be imported to client’s web browser. Previously generated file can be obtained by issuing the 
command: 

scp squid@10.1.1.1:/usr/local/squid/ssl_cert/squid.der ~ 

Client comes preinstalled with Firefox browser. Certificate can be imported by navigating to the Settings 
and selecting Privacy and Security => Certificates option: 
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Figure 2. Firefox privacy and security settings 
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The Authorities tab allows to import the *.der file: 

 

Figure 3. Firefox – importing CA file. 

Pop-up window will appear, asking about the scope of certificate trust. Trust this CA to identify websites is 
sufficient for conducting this exercise: 

Figure 4. CA trust scope 
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CA certificate is in place, now the browser needs to be pointed to the address of the proxy server, so that 
all of the traffic goes through it. Network Proxy section can be found in General settings: 

 

Figure 5. Firefox proxy settings 

Squid Server IP address is statically set to 10.1.1.1, the port is 3128: 
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Figure 6. Proxy setting in Firefox 

If client starts browsing the Internet, the access.log will begin to capture information about visited sites. 

 Squid Analysis Report Generator (SARG) 
Sarg is a handy tool, designed specifically to work with Squid Software and it provides a quick view on the 
activity of all the machines in given network segment. It can be installed from the repository: 

sudo apt install sarg 

SARG operates on Squid’s access.log file, so the path to the file needs to be provided in the configuration 
file etc/sarg/sarg.conf . Line 7 needs to be changed to: 

/usr/local/squid/var/logs/access.log 

Reports are generated by issuing the command: 

sudo sarg -x 

And accessed via web browser under the sarg.local address: 
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Figure 7. SARG web panel 
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3. Exercise Tasks 

 Network Traffic Analysis 
The Squid_client machine has been preloaded with two crafted log files that will be used in this part of 
exercise. Both are stored in /home/squid/exercise_logs directory: 

 firewall.log – pfSense firewall log 

 access.log – Squid proxy log 
 

As a prerequisite, two additional commands need to be issued on the Squid_server VM: 

sudo cp /root/access.log /usr/local/squid/var/logs/ 

sudo sarg -x 

The analysis should start with firewall log file. Some basic statistical information can be obtained by issuing 
below commands: 

wc -l firewall.log 

Shows that the file has 7919 lines; 

grep "block" firewall.log | wc -l 

Shows that all of these 7919 lines are requests blocked by firewall 

awk -F, '{print $17}' firewall.log | sort | uniq 

Returns information about L4 protocols (and ICMP) 

awk -F, '{print $17}' firewall.log | grep "tcp" | wc -l 

awk -F, '{print $17}' firewall.log | grep "udp" | wc -l 

awk -F, '{print $17}' firewall.log | grep "icmp" | wc -l 

Will show how many requests correspond to each of the L4 protocols that has been used. The majority of 
traffic has been generated by TCP protocol. 

awk -F, '{print $22}' firewall.log | sort | uniq -c | sort -n 

Shows number of occurrences of ports that have been used by L4 protocols: 

 

Figure 8. Most popular protocols 
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Below commands: 

awk -F, '{print $19}' firewall.log | sort | uniq | wc -l 

awk -F, '{print $20}' firewall.log | sort | uniq | wc -l 

Will return the total number of unique IP source and destination addresses accordingly. 

It is known from the scenario, that the data was exfiltrated to external service. This means that private IP 
address range can be excluded from the destination IP addresses. It is also known, that machines in this 
particular company operate in the 10.x.x.x IP address range. Below command: 

awk -F, '{print $20}' firewall.log | grep -v "10.*" | sort | uniq | wc -

l 

Will return 136 unique IP addresses that do not belong to 10.x.x.x range. These addresses can be checked 
against MIPS database. 

Local MISP instance can be accessed via web browser, the address is misp.local. User credentials are: 

User: squid@example.com 

Password: Password1234  

PLEASE NOTE: Password is case sensitive 

 

Figure 9. MISP login screen 

  

mailto:squid@example.com
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All IP addresses can be checked by navigating to Actions => Search Attributes:  

 

 

Figure 10. MISP Database with Options Menu 
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Figure 11. Search for Attributes 

After clicking the Search button at the bottom of the page, this result can be seen: 

 

Figure 12. Match found in MISP 

There is a match in MISP event number 567. IP Address 185.4.66.194 has been involved in some malicious 
activity. By clicking on the Event ID, additional information can be obtained.  
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Figure 13. Collection of attributes belonging to Event 567 

In the course of this exercise, C2 servers URL addresses as well as FTP host will be used: 

 hxxps://fastparceldelivery[.]ex/kirk545734/gate.php 

 hxxps://moffice-cdn[.]ex/spock732573/gate.php  

 185.4.66.194 
 

PLEASE NOTE: in this particular scenario, the number of IP addresses is fairly low and can be easily 
processed by MISP in web panel. In cases, where there are many more IOCs to check, it is better to use 
MIPS’s API.  

IP address obtained from MISP can now be checked against firewall log to search for more information: 

grep "185.4.66.194" firewall.log 

 

Figure 14. Connections to malicious IP address 

From this query, it can be deduced that a connection attempt to a suspicious address was made on August 
the 3rd at 10:53:42. The source address was internal host 10.0.10.202, and the attempt was blocked by 
firewall. Destination IP was 185.4.66.194 on port 21, which suggests that this was an ftp connection 
attempt. 
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Firewall log analysis summary: 

Total number of source IP addresses:   1270 
Total number of destination IP Addresses:  185 
IP Protocols that have been used:  UDP, TCP and ICMP 
Well-known services that have been used: http, https. SSH, NetBIOS, smpt 
IP Address of the infected machine:  10.0.10.202 
Malicious IP Address:    185.4.66.194 
Time frame of the attack:   10:53:42 – 10:54:13 

 C2 server URLs. These can now be checked against Squid log file. The addresses are: 

 hxxps://fastparceldelivery[.]ex/kirk545734/gate.php 

 hxxps://moffice-cdn[.]ex/spock732573/gate.php  
 

Since there are only two address to be checked, grep can be used: 

grep https://fastparceldelivery.ex/kirk545734/gate.php access.log 

grep https://moffice-cdn.ex/spock732573/gate.php access.log 

First query yields no results, but the second one shows these log entries: 

 

Figure 15. Malicious domain found in Squid log 

This indicates that some machines within the network have been infected with malware. Command: 

grep https://moffice-cdn.ex/spock732573/gate.php access.log | awk 

'{print $3}' | sort | uniq 

Isolates three infected IP addresses: 10.0.10.111, 10.0.10.128, 10.0.10.134 

 

Figure 16. IP addresses of infected hosts 

  

https://fastparceldelivery.ex/kirk545734/gate.php%20access.log


 Detecting exfiltration on a large finance corporation environment 
1.1 | August 2019 

20 

Some more information can be easily obtained by looking through the SARG report. By navigating to 
sarg.local address, this report can be obtained: 

 

Figure 17. SARG shows logs from 3 Aug 2018 
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By browsing the activity of first infected machine, 10.0.10.111 it can be learned, that it visited services 
used for storing data online and pasting text data, namely Zippyshare and Ghostbin: 

 

Figure 18. Host's 10.0.10.111 browsing history 
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Similar patterns can be observed by browsing the history of the remaining two infected hosts, 10.0.10.128 
and 10.0.10.134: 

 

Figure 19 Host's 10.0.10.1278 browsing history 
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Figure 20. Host's 10.0.10.134 browsing history 

This information can again be checked against Squid log to get some more detailed information. 

Communication with Zippyshare can be investigated by issuing the command: 

grep "zippyshare.com" access.log 
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Figure 21. Zippshare.com traffic log 

To make the log more readable, the results can be narrowed down to show a single host: 

grep "zippyshare.com" access.log | grep 10.0.10.111 

 

Figure 22. Zippyshare.com traffic from 10.0.10.111 host 

From these results, it can be read that: 

- POST request has been made to zippyshare.com 
- There is a distinct link pointing to a file on Zippyshare: 

hxxts://www94.zippyshare[.]com/v/OdYpLvrA/file.html 
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- GET request has been issued for a file called CarsContract.zip 

Remaining hosts can be checked using the same approach: 

grep "zippyshare.com" access.log | grep 10.0.10.128 

 

Figure 23. Zippyshare.com traffic from 10.0.10.128 host 

There is a distinct link: hxxts://www94.zippyshare[.]com/v/NitWfpnd/file.html  and GET request for a file 
called Clients.zip 

grep "zippyshare.com" access.log | grep 10.0.10.134 

 

Figure24. Zippyshare.com traffic from 10.0.10.134 

There is a distinct link: hxxts://www93.zippyshare[.]com/v/zmQat8N3/file.html and GET request for a file 
called Financial.zip 

The other suspicious service found in the browsing history is Ghostbin. Access.log might be storing some 
useful information: 

grep "ghostbin" access.log 
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Figure 25. Ghostbin traffic 

This logs show numerous requests being sent to the address hxxps//ghostbin[.]com/paste/n4d3g. It can 
also be noted, that it appears that there are some new IP addresses belonging to private range. All IP 
addresses that are reaching out to this address can be found by issuing the following command: 

grep "ghostbin" access.log | awk '{print $3}' | sort | uniq 

 

Figure 26. Ghostbin uniq IP addresses 

The result shows four IP addresses, while there were previously discovered only three that were 
communicating with malicious C2 server. Taking a closer look at the 10.0.10.151 might show more 
information: 

grep "zippyshare.com" access.log | grep “10.0.10.151” 
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Figure 27. Host 10.0.10.151 traffic 

There is a distinct link: hxxts://www94.zippyshare[.]com/v/7KKXKzLf/file.html and GET request for a file 
called SitesEmployees.zip. This follows the pattern observed on other infected machines. The fact that this 
machine was not discovered earlier should raise the suspicion that some IOCs might be still left 
undiscovered. 

Two C2 addresses obtained from MISP were: 

 hxxps://fastparceldelivery[.]ex/kirk545734/gate.php 

 hxxps://moffice-cdn[.]ex/spock732573/gate.php  
 

The address seems to be too random to weed out another one from the log file, except the last part 
„gate.php” which seems constant. After applying this logic: 

grep "10.0.10.151" access.log | grep “gate.php” 

 
Figure 28. New C2 server 

New C2 address is discovered: : hxxps://city-bistro[.]ex/picard323456/gate.php 
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 Detecting data exfiltration over DNS 
For the purpose of this exercise, logfiles were prepared reflecting common corporate network 
configuration, where all request coming from corporate network workstations are processed and logged 
by a local forwarding DNS server running BIND. 

All log files prepared for this exercise can be found at /home/bind/exercise_logs/dns directory on 
Squid_client virtual machine. Python script bind_stats.py is located at /home/bind/tools. 

Task 1 – basic detection based on logs size and count 

First steps should start with basic statistic, using standard Linux tools. 

First go to /home/bind/exercise_logs/dns and check number of available log files: 

# ls -l 

There are 6 logs provided, 5 with the size of 25MB and one with 15MB being the latest. 

Assuming standard network activity 5 logs with similar size should have similar number of log entries: 

Check the number of log entries: 

# wc -l bind.log.* 

 

Figure 29. Difference in number of records in log file 

The output of the above command shows, that bind.log.2 has only 150327 lines, where number of lines is 
equal to number of DNS queries.  

With this knowledge, analysis can be started with bind.log.2 file looking for long label names: 

# egrep "[a-zA-Z0-9]{40,63}" bind.log.2 | wc -l 

# 3 

Above egrep command returns 3 lines containing queries with labels in range of 40 – 63 characters. 

These queries can be viewed by removing wc – l from previous command: 

egrep "[a-zA-Z0-9]{40,63}" bind.log.2 
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Figure 30. Legitimate service queries 

Dropbox is legitimate service, yet queries are longer than usual. 

With two following commands, it can compared if Dropbox queries are responsible for difference in 
queries count: 

# grep dropbox bind.log.2 | wc -l 

# 1048 

# grep dropbox bind.log.5 | wc -l 

# 3340 

bind.log.5 has 3 times as many Dropbox queries yet its total line count is significantly higher, so it can be 
assumed that Dropbox isn’t responsible for this difference. 

It is common for DNS exfiltration techniques to use as many characters as possible, so regex can be 
modified to include them: 

# egrep “[a-zA-Z0-9\\]{30,63}” bind.log.2 | wc -l | uniq 

# 17981 

Just this number gives basis for further investigation and checking those queries: 

# egrep "[a-zA-Z0-9\\]{40,63}" bind.log.2 | uniq > suspicious.queries 

# less suspicious.queries 

 

Figure 11. Log entries indicating DNS data exfiltration 
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Resulting file contains all of 17981 lines, consisting of generated labels in domain example.xyz: 

# ls -lh | awk '{print $5" "$9}' 

 

Figure 32. Excerpt of log for analysis 

Additionally, it weights 11MB out of 25MB of total log size, which clearly indicate data exfiltration. 

It is possible to generate some more statistics and check for higher than usual number of queries for NULL, 
TXT, CNAME and other unusual records: 

# egrep "IN TXT" bind.log.1 | wc -l 

# egrep "IN CNAME" bind.log.1 | wc -l 

Additional exercises: 

Logs were generated using two tools giving slightly different output.  

 find first sign of data exfiltration 

 create timeline of attacker steps 

 explain why exfiltration took place at certain time of day 
 
 

TASK2 – anomaly detection approach 

In this exercise, a free python script1 is used to perform quick quantitative analysis: 

 # cd /home/bind/tools  

# ./bind_stats.py ../exercise_logs/dns/bind.log.0 

For ease of use, the script can be copied to the logs directory. 

Simply running the script with log file name as argument will display a number of metrics. Additional 
statistics can be obtained with optional parameters (full list of parameters can be shown issuing 
bind_stats.py -h command). 

Existence of queries for very long domain names 

As pointed out in previous chapters, the rise of usage of generated queries used by legitimated providers 
makes it more difficult to distinguish suspicious activity by looking at some of query properties like label 
length. 

                                                           

1 https://github.com/Matty9191/bind-query-log-statistics 
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For example, log query used by Dropbox service for analytics purpose fulfils almost all criteria for DNS 
exfiltration: multiple computationally generated label names, each 48 characters long with a total length of 
164 characters: 

  

Figure 33. Long DNS query for legitimate services 

As comparison query generated by dnscat2 is presented, with only difference of length and base domain 
name: 

  

Figure 34. Long DNS query indicating DNS exfiltration 

This can be remediated, by use of a trusted domain list, for which such long queries would be ignored. 

Unusual DNS records 

One of the approaches for DNS exfiltration is to use queries for other types of addresses than A or AAAA 
addresses. Examples of such types might be TXT, MX, CNAME, NULL queries2. Consequently, large amounts 
of queries for records of such types coming from corporate workstations should be investigated further. 

                                                           

2 IANA (2018b), https://www.iana.org/assignments/dns-parameters/dns-parameters.xhtml#dns-parameters-4 
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Figure 35. Comparison of statistics for clean logs (left) and suspicious queries with NULL records (right) 

It is worth checking what queries associated with NULL records were send with grep command: 

# grep "NULL" bind.log.3 | less 

 

Figure 36. Checking queries associated with NULL records 

In the output of the grep command shown in above figure 36, fragment of queries generated by iodine are 
shown, representing the start of a session. Data is sent compressed with gzip and encoded with Base32, 
Base64 or Base128, depending on DNS relay server configuration. Lines marked 1-4 show automatic 
discovery of accepted characters, label length and optimal encoding.3 In this example, all queries were sent 
by the same host 10.0.10.19 – marked with 5. 

                                                           

3 https://github.com/yarrick/iodine 
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Unusual popularity of previously unknown domain 

When obscure and previously unknown domain becomes frequently queried, it might be the sign of some 
viral AD campaign or popular link being shared. However, when DNS records associated with query are 
rather unusual, logs should be inspected for signs of data exfiltration, especially when all those queries 
come from a single or a small number of workstation(s). 

# ./bind_stats.py ../exercise_logs/dns/bind.log.5 

 

Figure 37. Queries for rare DNS records coming from client workstations 

# grep "example.xyz" bind.log.5 

 

Figure 38. Excerpt from logs with MX, CNAME and TXT records 

In a corporate network with centrally managed environment, MX records would mostly be used by the 
local mail server. Similarly, the most common uses for TXT records are also associated with mail: SPF 
(Sender Policy Framework) and DKIM (DomainKeys Identified Email). Information about fluctuations in 
service specific DNS records cannot only be valuable to DNS exfiltration detection, but also service 
misconfiguration. 

High number of queries from single client 

Any unexpected rise of traffic generated by client workstation should be analysed when it comes to DNS 
protocol as it may indicate malware infection or data exfiltration attempt. 

# ./bind_stats.py ../exercise_logs/dns/bind.log.0 

# ./bind_stats.py ../exercise_logs/dns/logs/bind.log.2 
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Figure 39. Usually quiet workstation appears on the top of the DNS clients list 

The figure 39 above is the output of previous two commands and shows that the most active client on the 
network is 10.0.10.125. This can be further compared with other log files. Closer examination of logs 
shows that its queries are associated with NTP (Network Time Protocol) service: 

# grep "10.0.10.162" bind.log.2 | less 

 

Figure 40. NTP related DNS traffic 

What draws attention is appearance of computer with IP 10.0.10.19 as third most active.  

This can be compared with other statistics like number of queries, record types and domains queried: 

# ./bind_stats.py ../exercise_logs/dns/bind.log.2 

 

Figure 41. Number of requests for NULL records correlated with suspicious domain 

  



 Detecting exfiltration on a large finance corporation environment 
1.1 | August 2019 

35 

# grep "10.0.10.19" bind.log.2 | less 

 

Figure 42. DNS exfiltration attempt 

In typical corporate environments, many fluctuations in DNS traffic coming from client workstations can be 
attributed to human interaction. It is a good practice to determine how many DNS request come from 
typical client and track any deviations. 

 Tools used in this use-case 
 Squid proxy: http://www.squid-cache.org/ 

 SARG: https://sourceforge.net/projects/sarg/ 

 MISP: http://www.misp-project.org/ 

 bind-query-log-statistics.py script was used with custom modifications to provide some additional 
metrics: https://github.com/Matty9191/bind-query-log-statistics 

 iodine: https://github.com/yarrick/iodine 

 dnscat2: https://github.com/iagox86/dnscat2 
 

 

 

 

 

https://github.com/Matty9191/bind-query-log-statistics
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4. Glossary and References 

 Glossary 
ARP Address Resolution Protocol 

ASCII American Standard Code for Information Interchange 

C&C Command and Control (Server) 

CLI Command Line Interfaces 

COTP Connection Oriented Transport Protocol 

GUI Graphical User Interface 

ICS  Industrial Control Systems  

IGMP Internet Group Management Protocol 

ISO 27001 International Organization for Standardization  

LLDP Link Local Discovery Protocol 

LLMNR Link Local Multicast Name Resolution 

PCAP Packet CAPture 

PLC  Programmable Logic Controller  

SCADA  Supervisory Control and Data Acquisition  

SMB Server Message Block  

SSDP Simple Service Discovery Protocol 

TCP Transmission Control Protocol 

TPKT Packet format used to transport OSI TPDUs over TCP 

TPDU (OSI) Transport Protocol Data Uni 

UDP User Datagram Protocol  

VNC Virtual Network Computing 
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