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1 Introduction 

Goal  

Make CERT members aware of requirements during incident handling in CII/SCADA environments. 

Target audience 

Incident handlers, incident management staff, technical CERT staff 

Course Duration 

4 hours, 30 minutes 

Frequency 

Once per team member 

Structure of this document 

 

f Task Duration 

 Introduction to the exercise 30 min 

 Task 1: Analyse network infrastructure 30 min 

 Task 2: Accessing and analysing incident data 120 min 

 Task 3: Discussion of findings  60 min 

 Summary of the exercise 30 min 

 

2 General Description 

In this exercise, the participants should learn to conduct incident handling procedures related to 
Critical Information Infrastructure (CII) and Supervisory Control and Data Acquisition (SCADA) systems 
and be prepared to address incidents and overcome obstacles. 

The exercise contains role-playing parts where the operator should be impersonated by the instructor 
or some third party. Additionally the exercise has technical features that require examining the virtual 
network and log information. 

All necessary material and supporting documentation is located in the /usr/share/trainer/13_CIH 
(trainee version: /usr/share/trainee/13_CIH) folders, on the Virtual Image and in the compressed 
image file (/usr/share/trainer/13_CIH/adds/cih-das-sda.img.bz2).  
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2.1 NETWORK MAP (TRAINER VERSION) 

 
Figure 1: Trainer map of SCADA network 

 

3 EXERCISE COURSE 

The course of this exercise is as follows. All discussions should be moderated by the trainer. 

3.1 Introduction to the exercise 

The trainer should give an introduction to the topic of Critical Infrastructure and the architecture and 
technology found in SCADA environments. Explain the following terms. 

¶ Critical Information Infrastructure: 
The critical information infrastructure (CII12) is any physical or virtual information system that 
controls, processes, transmits, receives or stores electronic information in any form including 
data, voice, or video that is: 

o vital to the functioning of critical infrastructure; 
o so vital (to the United States) that the incapacity or destruction of such systems would 

have a debilitating impact on national security, national economic security, or national 
public health and safety; or 

o owned or operated by or on behalf of a state, local, tribal, or territorial government 
entity. 

  

                                                           
1 http://itlaw.wikia.com/wiki/Critical_information_infrastructure 
2  Critical Infrastructures and Services http://www.enisa.europa.eu/activities/Resilience-and-CIIP/critical-
infrastructure-and-services  
 

http://www.enisa.europa.eu/activities/Resilience-and-CIIP/critical-infrastructure-and-services
http://www.enisa.europa.eu/activities/Resilience-and-CIIP/critical-infrastructure-and-services
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¶ SCADA 34:  
Supervisory control and data acquisition (SCADA) generally refers to industrial control systems 
(ICS): computer systems that monitor and control industrial, infrastructure, or facility-based 
processes, as described below: 

o Industrial processes include those of manufacturing, production, power generation, 
fabrication, and refining, and may run in continuous, batch, repetitive, or discrete 
modes. 

o Infrastructure processes may be public or private, and include water treatment and 
distribution, wastewater collection and treatment, oil and gas pipelines, electrical 
power transmission and distribution, wind farms, civil defence siren systems, and 
large communication systems. 

o Facility processes occur both in public facilities and private ones, including buildings, 
airports, ships, and space stations. They monitor and control heating, ventilation, and 
air conditioning (HVAC), access, and energy consumption. 

¶ Programmable logic controller (PLC5):  
A programmable logic controller (PLC) or programmable controller is a digital computer used 
for automation of electromechanical processes, such as control of machinery on factory 
assembly lines, amusement rides, or light fixtures. PLCs are used in many industries and 
machines. Unlike general-purpose computers, the PLC is designed for multiple inputs and 
output arrangements, extended temperature ranges, immunity to electrical noise, and 
resistance to vibration and impact. Programs to control machine operation are typically stored 
in battery-backed-up or non-volatile memory. A PLC is an example of a hard real-time system, 
since output results must be produced in response to input conditions within a limited time, 
otherwise unintended operation will result. 

¶ Remote Terminal Unit (RTU6):  
An RTU is a microprocessor-controlled electronic device that interfaces objects in the physical 
world to a distributed control system or SCADA by transmitting telemetry data to the system, 
and by using messages from the supervisory system to control connected objects. Another 
term that may be used for RTU is remote telemetry unit; the common usage term varies with 
the application area generally. 

¶ Human Machine Interface (HMI7):  
An HMI is the apparatus that presents process data to a human operator, and through which 
the human operator controls the process. 

¶ Modbus 8:  
Modbus is a serial communications protocol published by Modicon in 1979 for use with its 
programmable logic controllers (PLCs). Simple and robust, it has since become a de facto 
standard communication protocol, and it is now among the most commonly available means 
of connecting industrial electronic devices. 

¶ Open Platform Communications (OPC9) 

                                                           
3 https://en.wikipedia.org/wiki/SCADA 
4  Industrial Control Systems/SCADA http://www.enisa.europa.eu/activities/Resilience-and-CIIP/critical-
infrastructure-and-services/scada-industrial-control-systems 
5 https://en.wikipedia.org/wiki/Programmable_logic_controller 
6 https://en.wikipedia.org/wiki/Remote_terminal_unit 
7 https://en.wikipedia.org/wiki/SCADA#Human.E2.80.93machine_interface 
8 https://en.wikipedia.org/wiki/Modbus 
9 https://en.wikipedia.org/wiki/OLE_for_process_control 
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OLE for Process Control (OPC) (which altogether stands for Object Linking and Embedding 
(OLE) for Process Control) is the original name for a standards specification developed in 1996 
by an industrial automation industry task force. The standard specifies the communication of 
real-time plant data between control devices from different manufacturers. 
!ǎ ƻŦ bƻǾŜƳōŜǊ нлммΣ ǘƘŜ ht/ CƻǳƴŘŀǘƛƻƴ Ƙŀǎ ƻŦŦƛŎƛŀƭƭȅ ǊŜƴŀƳŜŘ ǘƘŜ ŀŎǊƻƴȅƳ ǘƻ ƳŜŀƴ ΨhǇŜƴ 
Platform CommunƛŎŀǘƛƻƴǎΩΦ ¢ƘŜ ŎƘŀƴƎŜ ƛƴ ƴŀƳŜ ǊŜŦƭŜŎǘǎ ǘƘŜ ŀǇǇƭƛŎŀǘƛƻƴǎ ƻŦ ht/ ǘŜŎƘƴƻƭƻƎȅ 
for applications in Process Control, discrete manufacturing, building automation, and many 
others. OPC has also grown beyond its original Object Linking and Embedding (OLE) 
implementation to include other data transportation technologies including XML, Microsoft's 
.NET Framework, and even the OPC Foundation's binary-encoded TCP format. 

¶ SCADA architecture generations  
SCADA systems have evolved through three generations as follows10 

o Firǎǘ ƎŜƴŜǊŀǘƛƻƴΥ ΨaƻƴƻƭƛǘƘƛŎΩ Lƴ ǘƘŜ ŦƛǊǎǘ ƎŜƴŜǊŀǘƛƻƴΣ ŎƻƳǇǳǘƛƴƎ ǿŀǎ ŘƻƴŜ ōȅ 
mainframe computers. Networks did not exist at the time SCADA was developed. 
Thus, SCADA systems were independent systems with no connectivity to other 
systems. Wide Area Networks were later designed by RTU vendors to communicate 
with the RTU. The communication protocols used were often proprietary at that time. 
The first-generation SCADA system was redundant, since a back-up mainframe system 
was connected at the bus level and was used in the event of failure of the primary 
mainframe system. 

o {ŜŎƻƴŘ ƎŜƴŜǊŀǘƛƻƴΥ Ψ5ƛǎǘǊƛōǳǘŜŘΩ ¢ƘŜ ǇǊƻŎŜǎǎƛƴƎ ǿŀǎ ŘƛǎǘǊƛōǳǘŜŘ ŀŎǊƻǎǎ ƳǳƭǘƛǇƭŜ 
stations, which were connected through a LAN, and they shared information in real 
time. Each station was responsible for a particular task, thus making the size and cost 
of each station less than the one used in First Generation. The network protocols used 
were still mostly proprietary, which led to significant security problems for any SCADA 
system that received attention from a hacker. Since the protocols were proprietary, 
very few people beyond the developers and hackers knew enough to determine how 
secure a SCADA installation was. Since both parties had vested interests in keeping 
security issues quiet, the security of a SCADA installation was often badly 
overestimated, if it was considered at all. 

o ¢ƘƛǊŘ ƎŜƴŜǊŀǘƛƻƴΥ ΨbŜǘǿƻǊƪŜŘΩ 5ǳŜ ǘƻ ǘƘŜ ǳǎŀƎŜ ƻŦ ǎǘŀƴŘŀǊŘ ǇǊƻǘƻŎƻƭǎ ŀƴŘ ǘƘŜ ŦŀŎǘ 
that many networked SCADA systems are accessible from the Internet, the systems 
are potentially vulnerable to remote attack. On the other hand, the usage of standard 
protocols and security techniques means that standard security improvements are 
applicable to the SCADA systems, assuming they receive timely maintenance and 
updates. 

¶ Security issues specific to SCADA environments1112 
o the lack of concern about security and authentication in the design, deployment and 

operation of some existing SCADA networks 
o the belief that SCADA systems have the benefit of security through obscurity through 

the use of specialized protocols and proprietary interfaces 
o the belief that SCADA networks are secure because they are physically secured 

                                                           
10 https://en.wikipedia.org/wiki/SCADA#SCADA_architectures 
11 https://en.wikipedia.org/wiki/SCADA#Security_issues 
12  Protecting Industrial Control Systems. Recommendations for Europe and Member States 
http://www.enisa.europa.eu/activities/Resilience-and-CIIP/critical-infrastructure-and-services/scada-
industrial-control-systems/protecting-industrial-control-systems.-recommendations-for-europe-and-member-
states 
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o the belief that SCADA networks are secure because they are disconnected from the 
Internet 

You should also explain the following special attributes, which are important when dealing with CII 
incidents. 

¶ Availability (and Integrity) will be more important than confidentiality in most cases. It might 
not be possible to shut down an infected system because keeping the production running is 
more important. Not only internal business processes might be affected by decisions. 

¶ Quite often production units are working in an autonomous state of mind. People take their 
responsibility very seriously but their targets and decision criteria might differ from what 
information technology or security people expect and are used to. 

¶ In SCADA environments, you might encounter a lot of legacy systems with nearly no system 
security measures. Sometimes this is caused by carelessness, sometimes by external 
requirements. 

 

3.2 Keys to the exercise 

3.2.1 Task 1 Analyse network infrastructure and scenario introduction 

For this exercise, the trainees are part of the CERT for an electricity grid company. The infrastructure 
includes a large number of power distribution substations spread all over the country of Utopia13.  

                                                           
13 Utopia as defined in Exercise 1 
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Figure 2: Grid overview map https://en.wikipedia.org/wiki/File:Electricity_Grid_Schematic_English.svg 

In all of these stations, office and industrial networks are deployed, separated by dedicated firewall 
systems with restrictive rule sets, allowing communication only between machines (industrial <-> 
office) for the purpose of data acquisition (collecting measuring data, for instance). Hand out the 
trainee version of the network map (Figure 3). 

https://en.wikipedia.org/wiki/File:Electricity_Grid_Schematic_English.svg
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Figure 3: trainee version of the network map 

Describe the organisational and technical security measures implemented.  

¶ Firewall permits machine to machine (M2M, Data Acquisition Server to Reporting Server) 
communication only;  

¶ Emphasis is on technical measures regarding information security; the organisation is in the 
awareness phase of the security maturity model.  

¶ There are no dedicated written policies regarding the security of the industrial network. 

3.2.2 Task 2 Accessing and analysing incident data 

Incident background  

An attacking group has succeeded in connecting a rogue device to a substation network. This device 
enables them to connect to the control server and manipulate the power output of the station. 

Roles  

1. Utopia National CERT This party inputs some information in an email (see first email below), 
which gives some hints to the students in which direction to search during the analysis. 
Optionally, you might decide to withdraw the mail from the inbox and deliver less information 
initially. Optionally, you might decide to use this role as an omniscient player.  

2. CII Admin This role is the main dialogue partner for the students. The player has access rights 
to the production networks but not the privilege to manipulate technical security measures 
(like firewalls). Its background is from electrical engineering and the role has limited general 
information technology and no information security knowledge. The role is to be reluctant in 
regards to cooperation. For the students, the CII Admin is the only way of accessing data 
essential to the investigation of the incident. The main interest of the character is to keep the 
production running (Availability).  

3. Utopia Power CERT This is the students role. The group should define different roles according 
to the team structure (see Exercise 3) :  

¶ CERT Manager: The manager should supervise the incident handling process and be ready to 
take action if necessary or when the team escalates action items.  
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¶ Technical Analyst(s)/Incident Handler: The investigation must be documented and reported 
to the team manager. There might be situations where the team has to escalate issues to the 
manager (such as overriding an uncooperative CII Admin). Tasks in regard to the team include: 

o Handler on duty  
o Liaison officers 
o Specialised Analysts 

Initial information for the students  

The students will find two emails in their inbox:  

First email: 

 

Second email: 

 

Role playing  

Obviously there are several ways to investigate and address the incident. In this part of the document 
we will outline one possible way to give the trainer an idea of what to expect. How it will proceed in 
practice will depend on the characteristics of the student group. Part of the exercise is the inability of 
the CERT to have direct access to the compromised environment. From the exercise perspective, this 
should train the students to express their need for certain data precisely. This way we can also put the 
emphasis on the organisational parts of the incident handling. Due to these restrictions, data access 
has to be done by the means of the CII Admin role. 

1. Receive notification  

Trainer: 

Dear colleagues, 

We inform you about verified threats regarding critical information infrastructures in central Utopia. We 
have been informed by our sources that combined physical and non-physical attack vectors might be 
used to disrupt production processes in the industrial complex in this area. 

With kind regards, 

National CERT 

Hello colleagues, 

Personally I don't think its business for you, but my boss told me to inform you anyway. At one of our 
substations we experienced some issues with the electric tension at the output. There are minor 
variances, which have caused problems at some of our customer's equipment. So far, we have not been 
able to track the cause. 

You may contact me via company internal phone number: 2442-3646 

Regards, 

CII Admin 
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¶ Hand out the trainee network map. 

¶ Point the Handler on duty to the emails.  

Team:  

¶ Document the information received (emails, network map).  

¶ Define the next steps in the investigation (these might include: inform manager, 
inform National CERT, contact CII Admin).  

 
2. Verification and data acquisition  

Team:  

¶ Call the CII Admin and ask for details regarding the incident.  

CII Admin:  

¶ Repeats content of email.  

Team:  

¶ Ask for usual workflow: 
1. Human access only allowed via Terminal Server; 

2. Terminal Server can only be accessed from the Windows client machine;  
3. On the Terminal Server SCADA software is installed.  

¶ Ask for access to the Terminal Server, Windows client or network  
1. Firewall rules deny access  

¶ Asks for log data from the Terminal Server  
1. CII Admin denies the request with workload as given reason 

¶ Possible escalation trigger  
1. After escalation log data is delivered 

(/usr/share/trainer/13_CIH/adds/scada-log.txt) 
 

3. Analysis 
During the analysis of the log data (see screenshot below) the team will recognize the 
connection from the rogue device to the Terminal Server. One of the source IP addresses will 
not be documented in the network map.  
Team:  

¶ Call CII Administrator to verify suspicious client connection.  
1. Administrator admits unknown device but denies malicious activity.  
2. Option: Admin requires team to provide further evidence before he is going to take 
action on the incident.  

¶ The team has several options now.  
1. Ask the Administrator to search the site for the device physically.  
2. Ask for additional data regarding the incident.  

1. CII Administrator can provide network trace (see below) 
2. The network trace is preferable to the NMAP scan, scanning industrial network 
environments might lead to service (and productivity) failures.  

3. Escalate the incident 
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4. Containment 

After confirming the security-related type of the incident, containing the incident would 
become top priority. For this, the following steps could be taken by the team.  

¶ Research whether this behaviour is unique to this station.  

¶ Decide on which layer to implement the containment.  
1. Isolating the Terminal server might alarm the attackers and they might decide to go 
for other targets in the corporate network, change their behaviour to destruction or 
cover the tracks. It does not stop the attacker from targeting other network parts and 
disrupts access to the SCADA network.  
2. Isolating the compromised network might alarm the attackers, who might change 
their behaviour to destruction or cover their tracks. The attackers would not be able 
to go for targets in other areas of the network. It disrupts delivery of data from DAS 
(Data Acquisition Server) to Reporting Server causing loss of productivity or 
compliance.  
3. Isolating all corporate networks from each other and/or the Internet might alarm 
the attackers, who might go for other targets, change to destructive behaviour or 
cover their tracks. The attackers would not be able to go for targets in other areas of 
the network. This choice disrupts delivery of data from Data Acquisition Server DAS) 
to Reporting Server, causing loss of productivity or compliance. Additionally, there 
would be all kinds of impact on business processes. 

Obviously this would impact the productivity and business processes of the company in 
various ways and severity. The CERT team should provide evidence and arguments for the 
decision to recommend/request an action. They should also document the possible 
impact on the business processes (qualitative, not quantitative). 

5. Mitigation 
After the team has analysed the incident, they should document it, report the results to the 
CERT Manager and provide mitigation steps. The documentation might follow the guidelines 
defined in the VERIS 14framework. Lǘ ǎƘƻǳƭŘ ŀǘ ƭŜŀǎǘ Ŏƻƴǘŀƛƴ ŀƴǎǿŜǊǎ ǘƻ ǘƘŜ ŦƻǳǊ Ψ!Ω ŜƭŜƳŜƴǘǎΥ 

¶ Agent: Who?  
The attack was conducted by a skilled and focussed external group. It was probably 
state sponsored and not criminally motivated.  

¶ Actions: What actions?  
The physical attack took place by placing a rogue device in the network and staging 
attacks on additional infrastructure components. It used a terminal server as means 
of manipulating the power supply of an industrial area.  

¶ Assets: Which assets?  
The assets affected were: the network infrastructure (by means of the placement of 
the rogue device); the Terminal Server (through a password guessing attack); power 
distribution (by manipulating output); and customer equipment.  

¶ Attributes: How were the assets affected?  
The assets were affected in terms of integrity and availability. Impact on 
confidentiality is a side effect. 

Short-term mitigation steps have been described in the containment section. To improve the 
operational security, the students might recommend improving physical security (CCTV, 

                                                           
14 VERIS Community http://www.veriscommunity.net/doku.php 
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guards), network security (Network Access Control (802.1 X, NAC)) and defining incident 
response policies in regard to the SCADA networks.  

3.2.3 Technical material used during the exercise 

3.2.3.1 Network trace 

Network trace can be found from the location: /usr/share/trainer/13_CIH/adds/scada.pcap The pcap 
file (picture below) shows terminal server sessions by from the rogue device to the Terminal Server 

 
Figure 4: Terminal server sessions 

3.2.3.2 Forensic image of data acquisition server (DAS) 

Optionally, for advanced students, a forensic challenge: Image of the data acquisition server (DAS) 
hard disk: 

¶ Zipped file: /usr/share/trainer/13_CIH/adds/cih-das-sda.img 

¶ SHA1SUM: 23d02bb48b50fa77a7330a4e143de1d0f9c08d9a cih-das-sda.img 

¶ Image file is about 1.4 GB, zipped version about 380 MB 

¶ The crond binary has been replaced with a Metasploit Meterpreter 15reverse shell 

                                                           
15 Metasploit Meterpreter Basics http://www.offensive-security.com/metasploit-
unleashed/Metasploit_Meterpreter_Basics 
 

http://www.offensive-security.com/metasploit-unleashed/Metasploit_Meterpreter_Basics
http://www.offensive-security.com/metasploit-unleashed/Metasploit_Meterpreter_Basics
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Using Metasploit the attacker compiles the reverse_tcp payload to connect back to 192.168.2.187 on 
port 443. Then, he encodes the payload into an existing Linux ELF executable and the new executable 
will still function like the original while having the malicious functionality injected by the attacker. 

 
Figure 5: Creation of reverse shell binary 

The attacker starts a listener in order to receive reverse meterpreter connections from the victim 
machine. 

 
Figure 6: Starting the generic handler in Metasploit 

 
Figure 7: Creation of the disk image 

How to mount the data partition for forensic task. 

1. Use command: sudo losetup -f cih-das-sda.img to mount the image. 
2. Check with command: sudo losetup ςa the created loopback device.  

 
Figure 8: losetup output 

3. Read the partition table with command: sudo partx ςa ςv /dev/loop0 

 
Figure 9: partx output 

4. Use sudo pvscan to recognize the lvm volume: 

 
Figure 10: pvscan output 

5. Activate the volume with command: sudo vgchange ςa y 
6. Mount the file system as readonly at /mnt directory: sudo mount ςo ro /dev/mapper/cih-

-das-root /mnt 

¢ǊŀƛƴŜŜ ǎƘƻǳƭŘ ŎƘŜŎƪ ǘƘŜ ƛƳŀƎŜΩǎ ƭƻƎ ŦƛƭŜǎ όκƳƴǘκǾŀǊκƭƻƎ ŦƻƭŘŜǊύ ŦƻǊ ǘƘŜ ǊƻƎǳŜ Lt ŀŘŘǊŜǎǎ ŀǎ ŦƻǳƴŘ 
from the picture below. 

https://en.wikipedia.org/wiki/Executable_and_Linkable_Format
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Figure 11: Rogue IP address in log files 

Special attention should be focused on auth.log for to look for rogue IP address actions.  

¢ƘŜ ǘǊŀƛƴŜŜ ǎƘƻǳƭŘ ŎƘŜŎƪ ǘƘŜ ƛƳŀƎŜΩǎ ƭƻƎ ŦƛƭŜǎ όκƳƴǘκǾŀǊκƭƻƎ ŦƻƭŘŜǊύ ƛƴ ƻǊŘŜǊ ǘƻ ŦƛƴŘ ŀƴȅ ƪƛƴŘ ƻŦ 
intrusion. The auth.log file is the first step in determining if an intrusion that has occurred. It logs all 
ǎǎƘ ŎƻƴƴŜŎǘƛƻƴ ŀǘǘŜƳǇǘǎΣ ŎǊƻƴ ƧƻōǎΣ ŀƴŘ ǎǳ ŎŀƭƭǎΦ .ȅ ŜȄŀƳƛƴƛƴƎ ǘƘŜ ƛƳŀƎŜΩǎ ŀǳǘƘΦƭƻƎΣ ǘƘŜ ǘǊŀƛƴŜŜ Ŏŀƴ 
find ssh connections with the rogue IP address (Figure 12) as well as tƘŜ ŀǘǘŀŎƪŜǊΩǎ ŀŎǘƛƻƴǎ ǿƘŜƴ ǘƘŜȅ 
successfully logged in the system (Figure 13). Especially in Figure 13, the trainee can see that the 
attacker is overwriting the original cron binary file with their malicious one. 












