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Introduction

For the exercise purposes, we prepared two states of the 

exercise that you can install by instructions provided in 

the next slides.

NOTE: More detailed instructions about all topics discussed in 

this presentation can be found in the student’s handbook. 

Please open them now.

Preconfigured states

MISP Administration Module
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Introduction

This state consists of two MISP systems.

One (https://misp.enisa.ex) is not configured at all.

This represents state just after installation.

One account is available with username: admin@admin.test and 

password admin

Another instance (https://misp2.enisa.ex) contains data and minimal 

configuration.

Credentials: admin@admin.test:SecondInstancePassword123!

API Key gxPEOFh04jGZriMUhBI3U9IyOp7lrxKYifIDMMB3

Misp bare

MISP Administration Module
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Introduction

This represents both misps in configured condition.

Configured by the steps provided in the student’s handbook.

Configured state contains some random events, so you can look at 

them and click around.

Misp configured

MISP Administration Module
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Exercise

Let’s start with setting basic configuration options.

● cd /opt/enisa/trainings-2019/admin/misp

● To start the exercise type in ./start-exercise.sh

● Navigate to your organization's MISP with web browser 

(https://misp.enisa.ex)

● Login with admin@admin.test:admin

● Change password to Str0ngP@sswd!

● Set baseurl to https://misp.enisa.ex

● Edit existing organisation

● Make MISP alive!

Installation

MISP Administration Module

https://misp.enisa.ex
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Exercise

Events are the core of misp instance.

They allow you to manage, share and enrich intelligence of yours and 

others organisations.

● Add an event in Event Actions -> Add Event

● List events with Event Actions -> List Events

Events

MISP Administration Module
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Exercise

In MISP, galaxies are used to express a large object called 

cluster. 

They are formed by elements (key:value pairs). Default vocabularies 

are available in MISP galaxy – they can be overwritten, replaced or 

updated.

● Enable and Update galaxies with Galaxies -> Update Galaxies
NOTE: Updating galaxies is only possible with internet access.

● Check what you can do with galaxies on your event

● To add galaxy to the event go to event view and click Galaxies -> 

Add

Galaxies

MISP Administration Module
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Exercise

Taxonomy is a group of „machine tags” used to tag events 

and attributes.

Every tag is composed of a namespace (mandatory), a predicate 

(mandatory) and a value (optional). 

Example: osint:source-type=”blog-post” (osint - namespace, source-

type - predicate, “blog-post” - value).

● These machine tags are often called triple tag due to their 

format.

● To enable default taxonomies, click on Event Actions -> List 

Taxonomies -> Update Taxonomies
NOTE: Updating galaxies is only possible with internet access.

● Enable taxonomies in Taxonomies View

● Add taxonomy to your event

Taxonomies

MISP Administration Module
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Exercise

Adding new user is very simple.

To add new user go to Administration -> Add User

You need to fill following fields:

● Email - email of the user.

● Organisation - choose accordingly depending on which 

organisation user belongs to.

● Role - this determines what user can do in the misp instance. 

Read the next section for quick overview of permission system.

● Click Submit

User management

MISP Administration Module
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Exercise

Each users belongs to an organisation. As admin, you can 

manage these organisations.

Organisations allow for separation of users and synchronisation 

process.

● To add new organisation click on the Add Organisation button in 

the administration menu

● To list all organisations click List Organisations under the 

administration menu to the left

Organisations

MISP Administration Module
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Exercise

Role Permission system in MISP consists of many 

permissions.

MISP user roles can be found under Global Actions -> Role 

Permissions.

● List of all role permissions and predefined roles in MISP can be 

found in the student’s handbook

● Read up on them!

Role permissions

MISP Administration Module
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Exercise

Dashboard and statistics allow to monitor state of the 

MISP instance.

Dashboard can be found in the Global Actions -> Dashboard.

Statistics are located under Global Actions -> Statistics.

Dashboard and Statistics

MISP Administration Module
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Exercise

Dashboard and statistics allow to monitor state of the 

MISP instance.

Dashboard can be found in the Global Actions -> Dashboard.

Statistics are located under Global Actions -> Statistics.

Dashboard and Statistics

MISP Administration Module
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Dashboard

Exercise

MISP Administration Module 18
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Exercise

Automation allows for automating tasks using MISP API.

Automation options can be found in Event Actions -> Automation 

tab.

Inside the Automation tab you can find API key as well as list of 

endpoints that MISP API exposes.

This topic is very complex, you can read up on the topic at 

https://www.circl.lu/doc/misp/automation/#automation-api.

Automation API

MISP Administration Module
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Exercise

Synchronisation allows to exchange data between 

instances.

This can improve cooperation between organisations and allow for 

easy IoC/data exchange.

Common way of synchronizing the MISPs is as follows:

● Add OrgB as a local organisation on ServerA (OrgB.ServerA) 

using OrgB's existing UUID from their local organisation on 

ServerB.

● Add a Sync User (syncuser@OrgB.ServerA) in the organisation 

OrgB.ServerA on the MISP ServerA.

● Set up a sync server on MISP ServerB using the key (called 

Authkey) from the sync user (syncuser@OrgB.ServerA) created 

on MISP ServerA.

Synchronisation

MISP Administration Module
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A system for incident response teams to collect, process and analyze 

data from various sources using a message queue protocol.

IntelMQ - introduction

Introduction

IntelMQ Administration Module
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Four kind of bot nodes:

• Collectors - used to collect data

• Parsers - used to parse raw data

• Experts - used to process and enrich the existing data

• Output - exit nodes that allow us to save the result of the whole

IntelMQ - bots

Introduction

IntelMQ Administration Module
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Bots may be connected to create a pipeline

IntelMQ - pipeline

Introduction

IntelMQ Administration Module
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Run clean installation of IntelMQ

Task 1 – simple pipeline

$ cd /opt/enisa/trainings-2019/admin/intelmq/intelmq-clean

$ ./start_exercise.sh

IntelMQ Administration Module
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Check if everything is ok on “Check” tab at 

http://intelmq.enisa.ex

Task 1 – simple pipeline

Exercises

IntelMQ Administration Module

http://intelmq.enisa.ex/
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Configure collector

1. Choose configuration tab

2. Press “Add bot” button and place it anywhere on the board. From menu to the left choose 

Collector -> File

3. Put /opt/shared/ipblocklist.csv path in node config like shown below:

4. Name the feed and data provider (fields “name” and “provider”) with custom, descriptive name. It 

will be useful in pipelines with more feeds to see the source and type of data in the output.

5. Press OK to add the bot

Task 1 – simple pipeline

Exercises

IntelMQ Administration Module
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Configure output

1. Create output node and place it on the board. As the type choose “File”

2. Configure it to output data to a temporary file at /opt/shared/out - this file will be visible in VM 

under /opt/enisa/trainings-2019/admin/intelmq/intelmq-clean/shared/out

Make sure that file is world-writable:

$ chmod 666 /opt/enisa/trainings-2019/admin/intelmq/intelmq-clean/shared/out

Task 1 – simple pipeline

Exercises

IntelMQ Administration Module
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Make the connection between collector and output

1. Press “Add queue” button

2. Create the connection

Task 1 – simple pipeline

Remember to always press Save configuration button after making any changes!

Exercises

IntelMQ Administration Module
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Make the connection between collector and output

1. Choose management tab

2. Run pipeline under “Whole Botnet Status”

3. Check if output file is being populated

$ cat /opt/enisa/trainings-2019/admin/intelmq/intelmq-clean/shared/out

Task 2 – test pipeline

Exercises

IntelMQ Administration Module
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Check “Monitor” tab to see bots logs

Task 2 – test pipeline

Exercises

IntelMQ Administration Module
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Add and configure parser and expert

1. Add Generic CSV parser

2. Configure “columns” field like shown below:

["time.source","destination.ip","destination.port","extra.lastOnline","classification.identifier"]

3. Add deduplica tor expert. Leave its configuration as default.

Task 3 – Add parser and expert bots

Exercises

IntelMQ Administration Module
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Configure connections

Create connections between nodes to look like shown below

Task 3 – Add parser and expert bots

Exercises

IntelMQ Administration Module
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Test pipeline

Stop the pipeline, clear output file and rerun pipeline. Now the output file should look like this

$ cat /opt/enisa/trainings-2019/admin/intelmq/intelmq-clean/shared/out | jq

Task 3 – Add parser and expert bots

Exercises

IntelMQ Administration Module
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Run script sending malicious requests

$ cd /opt/enisa/trainings-2019/admin/intelmq/scripts

$ python3 send.py honeypot.enisa.ex

Task 4 – Use more complex collector and 

output bots.

Exercises

IntelMQ Administration Module
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Add new nodes
1. Add file input bot. As the input file put the path /opt/shared/snare.log (remember to name feed 

and provider correctly!)

2. As the parser bot use SNARE - our customly created one

3. Add deduplicator, just like in previous task

3. As the output we’ll use Elasticsearch. Choose Elasticsearch output bot and configure it to have 

“elastic_host” option as “service-elasticsearch”

Task 4 – Use more complex collector and 

output bots.

Exercises

IntelMQ Administration Module
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Test pipeline
1. Visit kibana.enisa.ex

2. Click “Discover” tab and create index pattern named “intelmq”

Task 4 – Use more complex collector and 

output bots.

Exercises

IntelMQ Administration Module
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Test pipeline
1. Press next

2. In “Time Filter field name” put “time.observation” and press “Create index pattern”

3. If everything went well, you should be able to see your data and easily use the search features 

provided by ES:

Task 4 – Use more complex collector and 

output bots.

Exercises

IntelMQ Administration Module
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• Introduction to exercise

• Task 1: Setup TheHive & Cortex accounts

• Task 2: Configure Cortex analyzers

• Task 3: Configure the Hive-Cortex integration

• Task 4: Configure the Hive-MISP integration

• Task 5: Creating custom Cortex analyzer

• Task 6: Report templates, Case templates, Dashboards

TheHive & Cortex Administration Module42
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Why TheHive?

● System is dedicated for Security Operational Centers

● Easy way to conduct investigations

● Many users can work in parallel

● Useful built-in tools for data enrichment

● Autocorrelation of tags and observables

● Noncomplicated integration with MISP

Introduction

TheHive & Cortex Administration Module
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TheHive Alternatives

● Maltego ( Commercial )

○ https://www.paterva.com/buy/maltego-clients.php

● FIR - Fast Incident Response

○ https://github.com/certsocietegenerale/FIR

Introduction

TheHive & Cortex Administration Module
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TheHive main view

Introduction

TheHive & Cortex Administration Module
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Basic concepts

● Case - root object of investigation

● Task - belongs to Case

● Observables - added during the investigation, similar 

to MISP attributes, can be marked as Indicators of 

Compromise

● Alerts - events can be imported eg. from MISP

Introduction

TheHive & Cortex Administration Module
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Basic concepts

Each observable must have:

● TLP

● Tag, Description - or both

Observables can be:

● domain, IP, hash, file, url ... etc

● Flagged as IoC

● Tagged

● Exported as: csv, text or MISP compatible format

● Analyzed via Cortex Analyzers

● exported to MISP

Introduction

TheHive & Cortex Administration Module
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Cortex

● Cortex - environment for applications called Analyzers

● Analyzers can be invoked from TheHive, directly from 

Cortex web interface, Cortex REST API or Cortex4py

● Analyzers output can be customized by templates

● Cortex engine has many built-in analyzers written in 

python

● Any programming language can be used for writing 

analyzer

● Easy to write own analyzers

○ Definition: new_analyzer.json

○ Main script: new_analyzer.py

○ Optionally: requirements.txt

Introduction

TheHive & Cortex Administration Module
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Short description of few built-in analyzers

● CIRCLPassiveDNS: Check CIRCL's Passive DNS for a 

given domain.

● GoogleSafebrowsing: check URLs against Google 

Safebrowsing.

● MaxMind: geolocation.

● MISP Search: search for MISP events in one or several 

MISP instances containing the observable submitted as 

input.

● VirusTotal: look up files, URLs and hashes through 

VirusTotal.

● Yara: check files against YARA rules using yara-

python.

Introduction

TheHive & Cortex Administration Module
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TheHive Workflow

Introduction

TheHive & Cortex Administration Module
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Basic TheHive Configuration

Let’s start with setting basic configuration options.

● cd /opt/enisa/trainings-2019/admin/thehive

To start the exercise type in 

● ./start_exercise.sh

Point your browser to thehive.enisa.ex and create admin 

account (admin:admin) 

Tasks

TheHive & Cortex Administration Module
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Basic Cortex Configuration

Point your browser to cortex.enisa.ex and create 

accounts and new organisation according to user 

manual.

Tasks

TheHive & Cortex Administration Module
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Cortex analyzers Configuration

Tasks

TheHive & Cortex Administration Module
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Cortex analyzers test

Tasks

TheHive & Cortex Administration Module
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TheHive - Cortex integration

Tasks

TheHive & Cortex Administration Module

Remember to restart TheHive after saving file by 

executing ./restart_thehive.sh

/opt/enisa/trainings-2019/admin/thehive/thehive-config/application.conf
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TheHive - Misp integration

Tasks

TheHive & Cortex Administration Module

Why integrate?

● New events in MISP are automatically pulled by TheHive with given 

interval

● Taxonomy of MISP attributes are mapped into TheHive 

observables

● Easy to start new Case based on MISP event

● Search attributes in MISP instance directly from TheHive

● Export observables into several MISP instances
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TheHive - Misp integration

Remember to restart TheHive after saving file by 

executing ./restart_thehive.sh

Tasks

TheHive & Cortex Administration Module

/opt/enisa/trainings-2019/admin/thehive/thehive-config/application.conf
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Cortex custom analyzer - definition

Tasks

TheHive & Cortex Administration Module

/opt/enisa/trainings-2019/admin/thehive/cortex-analyzers/ESlookup/
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Cortex custom analyzer - definition

Tasks

TheHive & Cortex Administration Module

● Each Analyzer has a config

● Analyzer definition file <name>.json may have section:

"config": {

"check_tlp": true,

"max_tlp": 3

},

Why is it important?
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Cortex custom analyzer - implementation

Tasks

TheHive & Cortex Administration Module

/opt/enisa/trainings-2019/admin/thehive/cortex-analyzers/ESlookup/
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Cortex custom analyzer

Tasks

TheHive & Cortex Administration Module
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Cortex custom analyzer

Tasks

TheHive & Cortex Administration Module
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Report templates

Tasks

TheHive & Cortex Administration Module

● Output from analyzers may be customized using report templates.

● They allow to show results using html/bootstrap instead of plain 

json.
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Case templates

Tasks

TheHive & Cortex Administration Module

Allow to create templated forms of Case creation.

● Why it may be useful?

● Let’s create example case template
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Dashboards

Tasks

TheHive & Cortex Administration Module
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Introduction

For the exercise purposes, we prepared two states of the 

exercise that you can install by instructions provided in 

the next slides.

NOTE: More detailed instructions about all topics discussed in 

this presentation can be found in the student’s handbook. 

Please open them now.

Preconfigured states

MISP Analyst Module - malware hunting & sharing threat intelligence
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Introduction

This state consists of two MISP systems.

One (https://misp.enisa.ex) is not configured at all.

This represents state after admin configuration.

● There are taxonomies and galaxies downloaded

● There are multiple events imported from open source of events

● One account is available with username: admin@admin.test and 

password FirstInstancePassword!

Another instance (https://misp2.enisa.ex) contains data and minimal 

configuration.

Credentials: admin@admin.test:SecondInstancePassword123!

Misp bare

MISP Analyst Module - malware hunting & sharing threat intelligence



72

Introduction

This represents both misps in condition after the exercise 

is finished.

Follow the steps in the student’s handbook to get to this stage from 

the misp-bare snapshot.

Misp configured

MISP Analyst Module - malware hunting & sharing threat intelligence
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Exercise

Let’s start with setting basic configuration options.

● cd /opt/enisa/trainings-2019/analyst/misp

● To start the exercise type in ./start-exercise.sh

● Navigate to your organization's MISP with web browser 

(https://misp.enisa.ex)

● You should be presented with preconfigured MISP instance that 

you can use as a playground in following exercises.

Installation

MISP Analyst Module - malware hunting & sharing threat intelligence
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Exercise

Events are the core of misp instance.

They allow you to manage, share and enrich intelligence of yours and 

others organisations.

The process of entering an event can be split into 3 phases, the 

creation of the event itself, populating it with attributes and 

attachments and finally publishing it.

● Add an event in Event Actions -> Add Event

Events

MISP Analyst Module - malware hunting & sharing threat intelligence
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Events

Exercise

MISP Analyst Module - malware hunting & sharing threat intelligence 76
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Exercise

Ex. 1: Adding an event.

To add an event, click the Add Event option when on the List Events 

view. Event Actions -> Add Event

● Distribution: Defines how far in the chain of synchronized misps 

the event is gonna be published.

● Analysis: Defines if the event is in ongoing analysis or it's 

analysis has already completed.

● Event info: Description of the event, concise info of what 

happened, what the event is about.

● Extends event: MISP allows for correlation of events, in this field 

you can put UUIDs of other events that correlate to this incident.

Events

MISP Analyst Module - malware hunting & sharing threat intelligence
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Exercise

Ex. 1: Adding an event.

Event can store a lot of informations, those include tags, attributes, 

related events, correlations and so on.

Attributes are very important part of an event, they contain 

informations such as IoCs, C&C addresses, md5 hashes, or other 

additional information. 

There are multiple types of attributes.

Follow the student’s handbook to some of those attributes correctly.

Events

MISP Analyst Module - malware hunting & sharing threat intelligence
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Exercise

Ex. 2 - Search and correlation

Try to find all unclassified events in MISP that may be correlated in 

any way with the event you added in the previous exercise.

● Search by file hash or IP

● Try View Correlation Graph

● Related Events is a shortcut for searching by attributes

Events

MISP Analyst Module - malware hunting & sharing threat intelligence
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Exercise

In MISP, galaxies are used to express a large object called 

cluster. 

They are formed by elements (key:value pairs). Default vocabularies 

are available in MISP galaxy – they can be overwritten, replaced or 

updated.

● To add galaxy to the event go to the detailed event view

● Check what you can do with galaxies on your event

● To add galaxy to the event go to event view and click Galaxies -> 

Add

Galaxies

MISP Analyst Module - malware hunting & sharing threat intelligence
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Exercise

Taxonomy is a group of „machine tags” used to tag events 

and attributes.

Every tag is composed of a namespace (mandatory), a predicate 

(mandatory) and a value (optional). 

Example: osint:source-type=”blog-post” (osint - namespace, source-

type - predicate, “blog-post” - value).

● These machine tags are often called triple tag due to their 

format.

● Add taxonomy to your event

Taxonomies

MISP Analyst Module - malware hunting & sharing threat intelligence
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This is an independent scenario focused on analysis, correlating and 

monitoring of logs collected through various systems and sources

Introduction

Introduction

IntelMQ Analyst Module – log analysis
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IntelMQ is a message queue for CERTS, SOCs and other security 

teams designed for collecting and processing security feeds. It is a 

community project, designed and used mostly by European 

CERTs/CSIRTs.

IntelMQ

Introduction

IntelMQ Analyst Module – log analysis
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• Collectors - produce messages and pass them further into the 

system.

• Parsers - convert unstructured data into structured messages

• Experts - operate on parsed data and enrich or change it

• Outputs - send parsed data to other systems.

IntelMQ – entities

Introduction

IntelMQ Analyst Module – log analysis
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• File Collector: collector, that cyclically reads data from a file on the disk and passes 

them into the system

• JSON-Parser: parser, that reads JSON-serialised messages from input and converts 

them into a structured format understood by the IntelMQ

• Abusech-IP-Parser: another parser, but instead of JSON messages it was created for 

a specific feed - AbusechIP.

• Deduplicator-Expert: keeps events in a temporary database for configurable amount 

of time and drops already seen ones.

• Elasticsearch-Output: quite straightforward - stores processed events in a configured 

elasticsearch database.

IntelMQ – nodes we’ll use in excercise

Introduction

IntelMQ Analyst Module – log analysis
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Ensure that DNS is configured properly, and subdomains of .enisa.ex exist:

$ dig -ta +short intelmq.enisa.ex

127.0.0.1  # or any other valid IPv4

$ dig -ta +short kibana.enisa.ex

127.0.0.1  # or any other valid IPv4

Ensure that DNS is configured properly

Introduction

IntelMQ Analyst Module – log analysis
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cd /opt/enisa/trainings-2019/analyst/intelmq/

$ helm install intelmq/

Start the exercise

Introduction

IntelMQ Analyst Module – log analysis
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Point your browser to http://intelmq.enisa.ex. You should see the following:

If you see nginx 503 error instead, you have to wait a bit longer.

Ensure that elasticsearch works correctly

Introduction

IntelMQ Analyst Module – log analysis
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Point your browser to http://kibana.enisa.ex

Ensure that kibana works correctly

Introduction

IntelMQ Analyst Module – log analysis
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Get familiar with IntelMQ pipeline

Introduction

IntelMQ Analyst Module – log analysis
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Start the botnet

Introduction

IntelMQ Analyst Module – log analysis
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Start the botnet

Introduction

IntelMQ Analyst Module – log analysis
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Start the botnet

Introduction

IntelMQ Analyst Module – log analysis



96

Honeypot

Introduction

IntelMQ Analyst Module – log analysis
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2019-09-10 16:14:45 INFO:snare.server:handle_request: Request path: /

2019-09-10 16:14:45 INFO:aiohttp.access:log: 10.1.1.1 [10/Sep/2019:16:14:45 +0000] "GET / 

HTTP/1.1" 200 1422 "-" "Mozilla/5.0 (Windows NT 10.0; rv:68.0) Gecko/20100101 Firefox/68.0"

2019-09-10 16:14:45 INFO:snare.server:handle_request: Request path: /

2019-09-10 16:14:45 INFO:aiohttp.access:log: 10.1.1.1 [10/Sep/2019:16:14:45 +0000] "GET / 

HTTP/1.1" 200 1362 "-" "Mozilla/5.0 (Windows NT 10.0; rv:68.0) Gecko/20100101 Firefox/68.0"

2019-09-10 16:14:46 INFO:snare.server:handle_request: Request path: /

2019-09-10 16:14:46 INFO:aiohttp.access:log: 10.1.1.1 [10/Sep/2019:16:14:46 +0000] "GET / 

HTTP/1.1" 200 1362 "-" "Mozilla/5.0 (Windows NT 10.0; rv:68.0) Gecko/20100101 Firefox/68.0"

2019-09-10 16:14:51 INFO:snare.server:handle_request: Request path: /

2019-09-10 16:14:51 INFO:aiohttp.access:log: 10.1.1.1 [10/Sep/2019:16:14:51 +0000] "GET / 

HTTP/1.1" 200 1362 "-" "Mozilla/5.0 (Windows NT 10.0; rv:68.0) Gecko/20100101 Firefox/68.0"

Honeypot logs

Introduction

IntelMQ Analyst Module – log analysis
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/opt/enisa/trainings-2019/analyst/intelmq/shared

$ python3 parse_logs.py snare.log snare_log.json

Logs converter

Introduction

IntelMQ Analyst Module – log analysis
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open http://kibana.enisa.ex in your browser

Kibana

Introduction

IntelMQ Analyst Module – log analysis
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Kibana

Introduction

IntelMQ Analyst Module – log analysis
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Kibana

Introduction

IntelMQ Analyst Module – log analysis
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Kibana

Introduction

IntelMQ Analyst Module – log analysis
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Change timeline range to something much longer, for example 1 year.

Kibana

Introduction

IntelMQ Analyst Module – log analysis
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Kibana – create visualisation

Introduction

IntelMQ Analyst Module – log analysis
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Pick intelmq as an index (it is the only option) and add a bucket for X axis:

Kibana – create visualisation

Introduction

IntelMQ Analyst Module – log analysis
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Date Histogram is a good choice for aggregation, and time.observation is the only 

available date field. Just pick some reasonable values for interval (for example, Daily or 

Weekly).

Kibana – create visualisation

Introduction

IntelMQ Analyst Module – log analysis



107

Confirm with the “play” button above:

Kibana – create visualisation

IntelMQ Analyst Module – log analysis
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Kibana – create visualisation

Introduction

IntelMQ Analyst Module – log analysis
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• To do a free-text search, just enter a text string. For example: cgi-bin.

• To search for a value in a field, enter field name and expected value, separated by 

colon character. For example: destination.urlpath: "cgi-bin".

• Instead of a specific value, you can search for a range of values using bracked 

squares. It is best explained using an example: destination.port: [1 TO 1024]

• You can also combine multiple conditions using AND and OR operators. For 

example, destination.port: [1 TO 1024] AND destination.urlpath: "cgi-bin".

Lucene

Introduction
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Select Discover in the menu on the left, and type destination.urlpath: "cgi-bin"

in the big search box on the top. This will allow us to find all url paths with cgi-bin as 

a url component. 

Lucene

Introduction
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Another commonly exploited endpoint is /wp-admin (wordpress admin 

interface). Find all requests directed to wp-admin. Are they 

suspicious? Why?

Exercise 1

Exercices
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Data from the honeypot looks a bit different. For example, POST and 

GET parameters are saved:

Exercise 2

Exercices
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Filter by requests that have some data submitted. Add a filter, this 

time using a UI. First, click “Add a filter” button:

Exercise 2

Exercices
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Type “extra.params.submit”, or select it from the list:

Exercise 2

Exercices
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Pick option “exists”, and click “save”:

Exercise 2

Exercices
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When you browse the results, you will soon find one with a login 

attempts - like the following

Exercise 2

Exercices
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Let’s filter only for results with extra.params.login. This time we will 

add a filter even more directly, by clicking a button next to the result

Exercise 2

Exercices
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Exercise 2
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To fix this problem, select proper fields in the field selection box and 

click add. Do this for extra.params.login and extra.params.password:

Exercise 2

Exercices
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Exercise 2

Exercices
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Can you tell what kind of attack against the webaplication is 

attempted here (hint - it is one of OWASP top10 attacks)? What are 

the countermeasures against this attack? What are the possible 

repercussions?

Find a few most commonly attempted passwords. Are they strong or 

weak on average? Do you think that a company policy with a blacklist 

of forbidden passwords is a good idea? If yes, which freely available 

data sources or APIs would you use to get a better list of easily 

crackable passwords?

Prepare a short advisory for your constituency. It should contain a 

warning against this kind of attacks, and specific details for this 

campaign, including a list of most common attempted passwords.

Exercise 2

Exercices
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Add a field extra.params.commend and add a filter to select only 

messages with a extra.params.commend field. The result should look 

like this:

Exercise 3

Exercices
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Can you tell what kind of attack against the webaplication is 

attempted here (hint - it is one of OWASP top10 attacks)? What are 

the countermeasures against this attack? What are the possible 

repercussions?

Most attacks have only local code, but some exploit attempts are 

referencing an external server. Find URLs of the external servers 

used in the atack.

Prepare a short advisory for your constituency. It should contain a 

warning against this kind of attacks, and specific details for this 

campaign, including a list of servers used by the attackers.

Exercise 3

Exercices

IntelMQ Analyst Module – log analysis
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AGENDA

• Introduction to exercise

• Task 1: Understanding general workflow of TheHive

• Task 2: Getting familiar with TheHive interface

• Task 3: Performing an investigation of provided case by 

creating tasks, enriching data using Cortex analyzers and 

discussion on obtained results.

TheHive Analyst Module - acting on threat intelligence126
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Why TheHive?

● System is dedicated for Security Operational Centers

● Easy way to conduct investigations

● Many users can work in parallel

● Useful built-in tools for data enrichment

● Autocorrelation of tags and observables

● Noncomplicated integration with MISP

Introduction

TheHive Analyst Module - acting on threat intelligence
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TheHive Alternatives

● Maltego ( Commercial )

○ https://www.paterva.com/buy/maltego-clients.php

● FIR - Fast Incident Response

○ https://github.com/certsocietegenerale/FIR

Introduction

TheHive Analyst Module - acting on threat intelligence



130

TheHive main view

Introduction
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Basic concepts

● Case - root object of investigation

● Task - belongs to Case

● Observables - added during the investigation, similar 

to MISP attributes, can be marked as Indicators of 

Compromise

● Alerts - events can be imported eg. from MISP

Introduction

TheHive Analyst Module - acting on threat intelligence
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Basic concepts

Each observable must have:

● TLP

● Tag, Description - or both

Observables can be:

● domain, IP, hash, file, url ... etc

● Flagged as IoC

● Tagged

● Exported as: csv, text or MISP compatible format

● Analyzed via Cortex Analyzers

● exported to MISP

Introduction
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133

Cortex

● Cortex - environment for applications called Analyzers

● Analyzers can be invoked from TheHive, directly from 

Cortex web interface, Cortex REST API or Cortex4py

● Analyzers output can be customized by templates

● Cortex engine has many built-in analyzers written in 

python

● Any programming language can be used for writing 

analyzer

● Easy to write own analyzers

○ Definition: new_analyzer.json

○ Main script: new_analyzer.py

○ Optionally: requirements.txt

Introduction
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Short description of few built-in analyzers

● CIRCLPassiveDNS: Check CIRCL's Passive DNS for a 

given domain.

● GoogleSafebrowsing: check URLs against Google 

Safebrowsing.

● MaxMind: geolocation.

● MISP Search: search for MISP events in one or several 

MISP instances containing the observable submitted as 

input.

● VirusTotal: look up files, URLs and hashes through 

VirusTotal.

● Yara: check files against YARA rules using yara-

python.

Introduction
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TheHive Workflow

Introduction
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Investigation

Investigation

TheHive Analyst Module - acting on threat intelligence

Find interesting event in Alerts tab
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Investigation

Investigation
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Create tasks
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Investigation

Investigation

TheHive Analyst Module - acting on threat intelligence

Perform the tasks by running analyzers for both IP’s
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Investigation

Investigation

TheHive Analyst Module - acting on threat intelligence

If IP was seen in logs, set sighted flag
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Investigation

Investigation

TheHive Analyst Module - acting on threat intelligence

If you encounter new data, add them as observable
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Investigation

Investigation

TheHive Analyst Module - acting on threat intelligence

Check if you can pivot on added observables

Why is it important?
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Investigation

Investigation

TheHive Analyst Module - acting on threat intelligence

Conclude the investigation by exporting IoCs to MISP

Why is it important?
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Investigation

Investigation

TheHive Analyst Module - acting on threat intelligence

If you’re done, close the case.
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Requirements

● Must be easy to get up and running

● Must be easy to maintain over time

● Must allow some persistency for multiple initial states

● Should be transferable to a cloud based environment

MAIN REQUIREMENTS FOR THE 

TRAINING PLATFORM

ORCHESTRATION OF CSIRT TOOLS - Training Platform Technology Background
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Technologies

● Kubernetes

open-source container-orchestration system for automating 

application deployment, scaling, and management

● MicroK8s

packaged version of Kubernetes dedicated for small 

development deployments

● Helm

package manager for Kubernetes that allows developers and 

operators to more easily package, configure, and deploy 

applications and services onto Kubernetes clusters

TECHNOLOGIES USED

ORCHESTRATION OF CSIRT TOOLS - Training Platform Technology Background
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Technologies

● Kubernetes

 Container

 Pod

 Deployment

 Service

 Ingress

 Volume

● Helm

 Chart

 Template

 Tiller

CORE TECHNOLOGIES & CONCEPTS 

OF THE TRAINING PLATFORM

ORCHESTRATION OF CSIRT TOOLS - Training Platform Technology Background
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K8s

• Kubernetes (K8s) is an open-source system for:

● automating deployment,

● scaling,

● and management of containerised applications

Read more: https://kubernetes.io/docs/

KUBERNETES

ORCHESTRATION OF CSIRT TOOLS - Training Platform Technology Background

https://kubernetes.io/docs/
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K8s

KUBERNETES

ORCHESTRATION OF CSIRT TOOLS - Training Platform Technology Background
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K8s - concepts

• a Container is a running Docker
1

image in a Kubernetes 

cluster

Read more: https://kubernetes.io/docs/concepts/containers/images/

1 https://www.docker.com/

KUBERNETES: CONTAINER

ORCHESTRATION OF CSIRT TOOLS - Training Platform Technology Background

https://kubernetes.io/docs/concepts/containers/images/
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• a Pod is the smallest and simplest unit in the 

Kubernetes object model that you create or deploy

• a Pod logically represents one machine and contains 

one or (rarely) more containers

Read more: https://kubernetes.io/docs/concepts/workloads/pods/pod-

overview/

KUBERNETES: POD

ORCHESTRATION OF CSIRT TOOLS - Training Platform Technology Background
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• a Deployment manages a Pod lifecycle and ensures that 

the required number of Pods is running in the Cluster

• When pods crash or are pre-empted, Deployments

ensure that they are promptly recreated

Read more: 

https://kubernetes.io/docs/concepts/workloads/controllers/deployment/

KUBERNETES: DEPLOYMENT

MISP administration workshop

https://kubernetes.io/docs/concepts/workloads/controllers/deployment/
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• Kubernetes Services are a way to expose an application 

running on a set of Pods as a network service.

• There are three types of services:

● ClusterIp: exposes an application port on an internal IP, 

visible only within the cluster

● NodePort: exposes an application port on every node in the 

cluster

● LoadBalancer: exposes an application port using an external 

Load Balancer (usually managed by the cloud provider)

Read more: https://kubernetes.io/docs/concepts/services-networking/service/

KUBERNETES: SERVICE

MISP administration workshop

https://kubernetes.io/docs/concepts/services-networking/service/
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• Ingress is a way to declaratively define how services 

should be exposed for the Cluster

• They bind domain names to services and can be used 

to provide Load Balancing, SSL-termination,

HTTP-authentication and more.

Read more: https://kubernetes.io/docs/concepts/services-networking/ingress/

KUBERNETES: INGRESS

ORCHESTRATION OF CSIRT TOOLS - Training Platform Technology Background
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• since files inside Containers are ephemeral, we need a 

way to provide some persistency to the application

• in Kubernetes this is achieved by mounting 

PersistentVolumes inside a Container.

Read more: https://kubernetes.io/docs/concepts/storage/volumes/

KUBERNETES: PersistentVolumes

ORCHESTRATION OF CSIRT TOOLS - Training Platform Technology Background

https://kubernetes.io/docs/concepts/storage/volumes/
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• multiple Pods are used in each scenario

• therefore, Helm is used to orchestrate setting up a 

specific training environment

• this also allows to simplify exercise rollup and clean-up

Read more: https://helm.sh

HELM

ORCHESTRATION OF CSIRT TOOLS - Training Platform Technology Background

https://helm.sh/
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• Helm Charts are used to define how a particular set of 

Pods will be orchestrated

• a Chart is a set of Kubernetes templates that can be 

applied and managed using Helm 

• it makes development easier and faster since this 

approach makes it possible to reuse other charts

Read more: https://helm.sh/docs/topics/chart_template_guide/

HELM: CHART

ORCHESTRATION OF CSIRT TOOLS - Training Platform Technology Background

https://helm.sh/docs/topics/chart_template_guide/
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• Helm Templates are a way to describe a Kubernetes 

resource in a generic way

• Templates can be parameterized by means of a 

values.yaml file

• Templates simplifies exercise reuse by encapsulating 

parts of the deployment into manageable chunks

Read more: https://helm.sh/docs/topics/chart_template_guide/

HELM: TEMPLATE

ORCHESTRATION OF CSIRT TOOLS - Training Platform Technology Background
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• a Tiller is a Pod installed on a Kubernetes Cluster 

designated to communicate with a K8s cluster on behalf 

of Helm

HELM: TILLER

ORCHESTRATION OF CSIRT TOOLS - Training Platform Technology Background



161

• for the exercises, we use a very simple single-node 

Kubernetes cluster

• to simplify the process of VM-creation, we decided to 

use MicroK8s for cluster deployment

• it was initially designed for allowing developers to 

create their own local environment for testing

• but it turned out to be a good choice for the complete 

exercise setup

Read more: https://microk8s.io/docs/

MicroK8s 

ORCHESTRATION OF CSIRT TOOLS - Training Platform Technology Background

https://microk8s.io/docs/
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