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member states by supporting the development of cross-border communities committed to improving 
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Executive Summary 

There is a growing recognition that technical cyber security measures do not exist in a vacuum, and need 
to operate in harmony with people.  This has led to a plethora of academic research that seeks to address 
the role of the human in cybersecurity. It is against this backdrop that ENISA has conducted four evidence-
based reviews of human aspects of cybersecurity: two based on the use (and effectiveness) of models from 
social science; one on qualitative studies; and one on current practise within organisations. These reviews 
are published online as a technical annex. 

Across all four reviews, ENISA found a relatively small number of models, none of which were a particularly 
good fit for understanding, predicting or changing cyber-security behaviour. Many ignored the context in 
which much cybersecurity behaviour occurs (i.e. the workplace), and the constraints and other demands 
on people’s time and resources that it causes. At the same time, there was evidence that models that 
stressed ways to enable appropriate cybersecurity behaviour were more effective and useful than those 
that sought to use threat awareness or punishment to urge users towards more secure behaviour. 

There was little evidence that there are specific links between types of people (e.g. gender, personality) 
and security behaviours. However, by systematically approaching and analysing the current cybersecurity 
stance of the organisation, and carrying out an in-depth analysis of the causes of any problem(s), ENISA 
proposes that practitioners can take significant steps towards helping employees to act in a more secure 
way. This may involve skills-based training and support but may also require the restructuring of security 
practises and policies to better align with people’s workplace goals and/or capabilities. 

ENISA proposes a model of awareness, analysis and intervention for organisations to systematically plan 
and implement changes to address human aspects of cybersecurity.  

The role of metrics is discussed, in particular the importance of using multiple measures in order to 
triangulate findings, and the avoidance of over-reliance on self-report measures and simple behavioural 
metrics. 

Organisations should strive for adherence (active participation) rather than compliance - rapidly emerging 
threats require employees who are engaged and willing to step up. Organisational leadership has a key 
role in developing effective and workable security - by helping security specialists to fit security into the 
business, breaking down silos and leveraging other organisational capabilities (safety, HR, 
communications) - but not least by setting the tone and leading by example.  Measures to improve security 
behaviour should be an ongoing, iterative process - the human factor in cyber-security is never ‘solved’, 
and there is no simple ‘solution’, but human skills and knowledge, rather than vulnerabilities, can be made 
to work in favour of an organisation’s defensive cybersecurity. 

The report concludes with recommendations for specific groups such as policy makers, management and 
organizational leaders, CISO and security specialists, CSIRT / CERT community, software developers and 
awareness raising managers.  
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1. Introduction 

As recognized in the 2016 ENISA report “Definition of Cybersecurity: Gaps and overlaps in 
standardization”1, there is no universally accepted definition of cybersecurity, with descriptions of the 
term varying across authors on multiple dimensions, including the nature of what is protected, from 
whom, and whether or not unintentional actions are included. Dictionary definitions tend to overly focus 
on the protection from external attack – for instance, the Oxford English dictionary defines cybersecurity 
as:   

“The state of being protected against the criminal or unauthorized use of electronic data, or the measures 
taken to achieve this.”2  

Alternatively, ISO/|EC JTC1 defines cybersecurity as “preservation of confidentiality, integrity and 
availability of information in the Cyberspace”3. The advantage of definitions based around confidentiality, 
integrity and availability (CIA) is that they keep open the potential role of humans in both cybersecurity 
risks, and protection from threats. However, CIA based definitions tend to underplay the potential for 
physical risks as a component part of cybersecurity (e.g. deliberate sabotage of a key component in a 
power grid), or for the use of cyberspace to conduct open source intelligence gathering (either as an end in 
itself, or in order to provide support to other actions).  

 Scope of the review 
The present review does not seek to address the definition of cybersecurity, so will adopt a relatively wide 
definition as its terms of reference that includes external unauthorized access as well as unintentional (and 
intentional) end user actions that compromise or support the CIA of both information and systems. 

The present report is concerned with human aspects of cybersecurity. Research on human behaviour 
(often also termed ‘behavioural science’) encompasses a wide range of disciplines, with the sole unifying 
aspect being that the subject of enquiry is the human actor. It therefore includes not only psychology and 
sociology, but also ethnography, anthropology, human biology, behavioural economics and any other 
subject that takes humans as its main focal point. The insight that humans are an integral part of delivering 
cybersecurity is not new, but only over the past 20 years has there been a significant body of social science 
research that looks at cybersecurity as a socio-technical problem and develops guidance on how to 
manage that problem effectively. The socio-technical perspective includes the actions (and decisions) of 
policy makers and security professionals; systems designers, developers and requirements engineers; and 
end users. Although a part of the cybersecurity ecosystem, ENISA does not in this report consider the 
human aspects of attackers and adversaries, since the focus of this report is managing the behaviour 
within defending organisations.  

 

 Behavioural sciences and cybersecurity - setting the context 
In their foundational 1975 paper The Protection of Information in Computer Systems (Jerome Saltzer and 
Michael Schroeder, 1975) established ten principles for designing security. Three of those principles are 

                                                            

1 https://www.enisa.europa.eu/publications/definition-of-cybersecurity  
2 https://en.oxforddictionaries.com/definition/cybersecurity  
3 https://www.iso.org/standard/44375.html   

https://www.enisa.europa.eu/publications/definition-of-cybersecurity
https://en.oxforddictionaries.com/definition/cybersecurity
https://www.iso.org/standard/44375.html
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rooted in knowledge from behavioural sciences; psychology (the security mechanism must be 
‘psychologically acceptable’ to humans who have to apply it), human factors and economics (that each 
individual user, and the organisation as a whole, should have to deal with as few distinct security 
mechanisms as possible) and crime science and economics (that the effort required to beat a security 
measure should exceed resources of/potential rewards for the attacker). Nearly 100 years before 
Schroeder and Saltzer, Auguste Kerckhoffs (1899) formulated six principles for operating a secure 
communication system, and three of those principles focus on human factors (easy to communicate and 
remember the keys without requiring written notes, portability, and “it must be easy to use and must 
neither require stress of mind nor the knowledge of a long series of rules”). So those who laid the 
foundations of cybersecurity were very mindful that security involves humans, and how important it is to 
make security work for them. 

Yet, for nearly 25 years traditional computer security focused on securing technology - the systems and 
communication infrastructure that hold data and programs. Humans were treated as components whose 
behaviour can be specified through security policies, and controlled through security mechanisms and 
sanctions. That security mechanisms are largely ineffective as a result was shown in 2 studies published in 
1999: Whitten & Tygar found that even well-motivated and -trained people could not use email encryption 
correctly, while Adams & Sasse showed that password policies and mechanisms were routinely bypassed 
by employees. Since then, further studies have demonstrated and explained the ineffectiveness security 
warnings (Herley 2009) and security awareness and education (Bada, Sasse & Nurse, 2016). Cybersecurity 
has identified the human factor as “the weakest link”, and sought to make security more ‘usable’ and 
‘acceptable’ and looked to behavioural sciences to inform the design of policies and mechanisms.  

Many of the knowledge and methods harnessed to improve security come from psychology, human 
factors, economics and crime science. More recently, anthropological methods have been used to study 
individual cybersecurity professionals (such as analysts working in CERTs and SOCs - Sundaramurthy et al. 
2014, 2015, 2016) and of cyber incident teams (Chen et al. 2014, Bada et al. 2014). 

But arguably, there is a fundamental disconnect between what security professionals seek from 
behavioural sciences, and the guidance they offer. Cybersecurity professionals often attribute non-
compliance to employees who are somehow defective, and are looking for interventions to make them 
behave as specified by the security policies. Thus, many look to psychology or behavioural economics for 
ways of motivating humans to take cybersecurity seriously (Protection Motivation Theory and Risk 
Communication theories are particular favourites), or how to ‘nudge’ people towards compliant behaviour, 
using mechanisms such as framing (Caputo et al. 2016) or herding (Das et al. 2013). Another set of efforts 
seeks to reduce human error (such as ignoring warnings or clicking on links) through application of human 
factors and usability principles. A telling observation is the majority of these studies have been carried out 
by researchers from engineering disciplines, rather than social scientists. Social scientists would most likely 
caution that ‘it’s complicated’ - that the perspective of the human as ‘a component whose behaviour we 
can specify’ and control via a small set of ‘levers’ is misguided. Employee and consumer behaviour are 
driven by capabilities and limitations (e.g. ‘what type of password can I remember?’) and they are 
autonomous ‘principal’ agents whose behaviour is driven by their own goals, norms and values. Pallas 
(2009) presented a security management framework based on new institutional economics, where 
principal agents are presented with a security value proposition that makes sense in the context of their 
own goal and the organisation’s wider goals - most important of all, productivity goals. Recent research by 
Heath et al. (2018), Ashenden & Lawrence (2016), Coles-Kemp et al. (2018) has demonstrated how goals, 
values and norms drive behaviour of non-security experts. These studies show that security is ultimately a 
social construct and as such needs to be negotiated between the different stakeholders in the ecosystem. 



Cybersecurity Culture Guidelines: Behavioural Aspects of Cybersecurity 
   December 2018 

 
 
 
 

07 

The benefits of a collaborative stance are also suggested by economics: the time and effort individuals and 
organisations can expend is a limited resource - and economics tells us that we ignore such constraints at 
peril to our security goals - instead, we must apply economic principles to manage those resources 
effectively (Pallas 2009). 
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2. Summary of evidence reviews 

 Evidence review of survey studies using social science constructs 
ENISA incorporated the results from a review carried out earlier this year with funding from the UK 
National Cyber Security Centre (NCSC)4.The review analysed 688 publications that claimed to use 
behavioural science constructs - variables that are not directly observable, such as attitudes or personality 
traits, and are assumed to influence human behaviour in cybersecurity - often towards compliance or non-
compliance with security policies (see technical annex). Examples of how the results from such surveys in 
organisations might then be used include: 

 The organisation screens prospective employees to identify those who score highly on constructs 
associated with compliance. 

 The organisation screens existing employees to identify those who score highly on constructs 
associated with non-compliance, and targeting them with security awareness and/or behaviour 
modification activities. 

 The organisation assesses the effectiveness of security awareness and/or behaviour modification 
activities by how selected or all employees score on such constructs. 

 

Most of these publications claim to use well-established constructs and associated instruments from social 
sciences, they looked at whether a) the original (validated) constructs and instruments had been used, and 
b) the studies and information provided met scientific quality standards. The review revealed that there 
were 92 categories and 984 constructs that have been investigated in relation to cybersecurity behaviour.  

Most studies claim to have found a link between constructs and behaviour - and generally assert that some 
factor (or pattern of factors) within the employees correlates with undesirable security behaviour. For 
instance, Safa, Von Solms and Furnell (2016) measured responses to the constructs information security 
knowledge sharing, collaboration, intervention and experience, plus attachment, commitment, personal 
norms and attitude to information security policy compliance and intention to comply with information 
security policies with 462 employees in four companies, and conclude that ‘the lack of information security 
awareness, ignorance, negligence, apathy, mischief, and resistance are the root of users’ mistakes’ - i.e. 
attributing undesirable security behaviour to failures by employees. From a scientific point of view, this 
and conclusions from similar studies is not tenable without some form of validation - triangulation and/or 
repeated measurements (see Section 2.4). 

 It ignores the difference between correlation and causality - the possibility that other underlying 
factors influence both the constructs as measured by the instrument and the security behaviour - for 
instance, that daily experience of unworkable security policies shapes the attitude to security, as well 
as driving non-compliance behaviour. Adams & Sasse (1999), for instance, observed how unworkable 
password policies had led employees to conclude that this cybersecurity measure was put in place to 
make their life difficult, rather than offer protection.  

 The conclusion assumes that compliance with security policies is sensible - i.e. that the security policies 
and measures that employees are supposed to comply with are assumed to be good, and that 
following them improves security - something that Herley (2009) demonstrated is not the case for 

                                                            

4 https://verdi.cs.ucl.ac.uk/constructDB   

https://verdi.cs.ucl.ac.uk/constructDB
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many common security measures, and our review of studies grounded in organisational contexts in 
(Section 2.4) confirms this.  

 The 9 constructs used by Safa et al. are among 789 unique constructs identified in the review that have 
been used to try and explain security behaviour (https://verdi.cs.ucl.ac.uk/constructDB/constructs/) 
and range from personality traits measured through the widely used Big Five (Openness to Experience, 
Neuroticism, Conscientiousness, Extraversion, Agreeableness) over ethical stances (Utilitarianism vs. 
Formalism) to high security-specific intention of comply with information security policies. The top 
investigated behaviour (60 studies) is Ajzen’s (1991) generic Theory of Planned Behaviour (TPB) - 
discussed in more detail below. The other top concepts are Compliance (40) and Intention (29). The 
large number of constructs itself is an indication that there is no agreement in the research community 
- apart from TPB - on which theories are likely to be applicable. The picture that emerges is one of 
security researchers with engineering backgrounds ‘grasping’ plausible constructs that can be 
measured and explain non-compliant behaviour. 

 This latter related to the last point - lack reliable results. The review found that most results are not 
reliable - only a quarter of the studies met basic criteria for scientific survey research. Even where 
previously validated constructs have been used, the security surveys often made ‘tweaks’ to adjust the 
original, validated instruments - and then used them without further validation. The conclusion from 
the review is that most of these surveys are an exercise in trying to find something in employees that 
can be blamed for their non-compliant security behaviour, and used by organisations to ‘fix’ it (see 
points 1-3 above). But the results of three quarters of the studies cannot be regarded as reliable - a 
conclusion that is reinforced by largely divergent results. 
 

The top investigated behaviour (60 studies) is Ajzen’s (1991) generic Theory of Planned Behaviour (TPB), 
which posits that - if people evaluate the suggested behaviour as positive (attitude), and if they think their 
significant others want them to perform the behaviour (subjective norm), this results in a higher intention 
(motivations) and they are more likely to perform that behaviour - so far, so rational. TPB then adds the 
construct of self-efficacy - whether a person believes that she can successfully execute the behaviour 
required to produce the desired outcomes. This is a concept adapted from Bandura (1977), who stated 
that self-efficacy(SE) is the most important precondition for behavioural change because it determines the 
initiation of coping behaviour. This construct was investigated in 11 studies, and a further 6 specially 
created variants (Computer SE, Knowledge SE, Knowledge sharing SE, Role breadth SE, Security SE, and SE 
to comply) appear in other studies.  

 

Case study: Installing updates 

Installing updates is one of the most obvious security behaviours that serves to protect 
both employees and citizens (Reeder, Ion & Consolvo, 2017). However, many users don’t 
install updates to their operating systems or applications. Many users do not realise 
updates are important for security (and until recently most companies providing them 
did not flag that it was for security). Many users reported experiences of updates 
slowing their systems down, introducing unexpected (and often unwanted) changes to 
the user interface, or in the worst case it would stop their system working, and 
automatic updates requiring reboots were experienced as an unwanted disruption for 
activities and productivity (Wash, Rader, Vaniea, & Rizor, 2014). This is a clear case 
where educating users about the importance of updates for the security of their device, 
of their data, and potentially of other home or work network and systems devices, to 
protect from attacks such as ransomware, would seem to be an easy solution. But 

https://verdi.cs.ucl.ac.uk/constructDB/constructs/
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organisations and suppliers can do much to make updates easier and more acceptable - 
for instance, by distinguishing important security updates from the improvements to 
non-security elements of the software, by pushing updates during non-working hours or 
when the user logs off for the day, and by finding ways to identify legitimate updates 
from attempts by adversaries to install malevolent software on users’ devices. 

 

This concept also emerges from the next two reviews on influencing security behaviours (sections 2.2 and 
2.3). A study by Karlsson et al. (2017), however, found that awareness of a security measure plus intention 
to comply plus self-efficacy leads to secure behaviour unless the employee finds that such behaviour 
conflicts with other organisational values: “employees’ compliance was, to a great extent, a function of the 
occurrence of conflicts between information security and other organisational imperatives, indirect conflicts 
with other organisational values” - such as productivity. Another important insight from Karlsson et al. is 
that this effect was not detected via standard survey questions used by information security surveys 
(which ask about security behaviour alone) - but only when put in the context of other organisational 
goals. Taken together with the results from the qualitative studies (see section 2.3) this highlights that the 
vast majority of the studies in this review - which focus on security behaviour alone - may produce results 
that will not apply in real-world circumstances because of their ‘tunnel vision’ on security ignores the other 
factors driving security behaviour. 

 Evidence review of models of cyber-security attitudes and behaviour 
In order to identify the reliable human factors that predict cyber-security behaviours, ENISA further 
conducted a systematic review of the existing literature connecting attitudes and beliefs to cyber-security 
behaviours. Searching four different databases of journal and conferences papers yielded an initial 478 
articles. After screening for relevance and quality, a total of 47 studies were reviewed, plus one relatively 
recent review on a related topic (Mayer, Kunz and Volkamer, 2017). The key findings from this activity (see 
technical annex) were:  

1)  Reliance on self-report measures  

The vast majority of studies relied on self-report measures of cyber-security behaviours (or intention to 
behave). This was true for both studies of consumer cyber-security behaviour and organisational security 
policy compliance studies. However, there was some evidence of more creative measures being used – 
including asking people to create passwords (which were then checked for strength, or tested against the 
instructions provided to test for compliance); phishing simulations (where simulated phishing attacks are 
targeted at users); adoption of secure practises (e.g. diary keeping of backups); and the use of passively 
collected data from users’ operating systems (e.g. acceptance of recent updates; presence of unsigned 
executable files). This is potentially problematic since self-reporting does not always correlate with actual 
behaviour (Wash, Rader & Fennel, 2017).   

2)  Paucity of models  

Three models for understanding human aspects of cyber-security dominated the studies reviewed. Both 
Protection Motivation Theory (PMT, see Figure 1) and the Theory of Planned Behaviour (TPB) were well 
represented in the review (see also the first evidence review). In studies of compliance with organisational 
information security policies, some studies also included general deterrence theory, a model adapted from 
criminology. There was no evidence that the research literature had moved from these pathway models to 
consider wider contexts or to integrate insights from behaviour change or persuasive design.  
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Figure 1: Protection motivation theory (from: https://commons.wikimedia.org/wiki/File:Protection_motivation_theory.png) 

 

3)  Threat models have little value predicting behaviour  

Within Protection Motivation Theory, people’s motivation to protect themselves from potential threats is 
determined by the relative balance of the severity and likelihood of the threat and the potential ways to 
cope with that threat. Studies that have studied the role of threat in predicting this motivation towards 
protection have reported either weak, neutral or even negative effects of increasing threat appraisal on 
motivation to take protective action. Similarly, studies of increased severity of punishment for violation of 
IS policies have found that they can backfire and lead to less compliance.   

4)  Coping models have more value predicting behaviour  

On the other hand, studies that have included the resources people have to cope with a threat have 
produced more promising outcomes. The second element of protection motivation theory is the 
individual’s appraisal of their likely response to a threat, both in terms of the likely efficacy of the response 
and their own ability to complete the required response. These two factors are commonly referred to as 
‘response efficacy’ and ‘self-efficacy’. In later PMT models, the cost of completing the response was also 
factored into the model. Within the theory of planned behaviour, ‘self-efficacy’ or ‘perceived behavioural 
control’ are used to signify the users’ belief in their ability to complete the desired behaviour. Across 
studies of PMT and TPB, coping / self-efficacy was a reliable, moderately strong predictor of cyber-security 
intention and behaviour. This suggests that interventions that seek to improve users’ ability to respond 
appropriately to cyber-threats (and belief that those responses will be effective) is more likely to yield 
positive results than campaigns based around stressing the threat.  

5)  Demographics and personality are not particularly useful  

Relatively few studies in the review also studied personality or demographics (e.g. age, gender). Those that 
did found mixed results, with both older and young users often being found to be vulnerable, and gender 
only sometimes linking to security behaviour or attitudes. Personality rarely linked to security behaviour in 
a consistent way, although there was some evidence that models of general decision making might be 
more predictive.  

 

 

 

 

https://commons.wikimedia.org/wiki/File:Protection_motivation_theory.png
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Case study: Phishing guidance.  

Most interventions focus on training users ‘not to click on links’ or to undertake a series 
of steps in order to verify the sender or link / attachment. At times, this message is 
amplified by conducting phishing simulations where employees are sent simulated 
phishing emails, clicking on which (sometimes) leads to training materials (but often 
does not). 

Advice to ‘think before you click’ risks ignoring the importance of ‘clicking’ in most work 
environments. If we begin by assuming that clicking is a part of people’s jobs, and that 
‘thinking’ before doing so adds a significant burden to people’s completion of their core 
work tasks, it becomes apparent that we are asking for a significant investment in 
employee time and energy across an entire organisation.  

A more effective approach (e.g. https://www.ncsc.gov.uk/phishing) is to take 
systematic measures that reduce the number of phishing emails that reach users in the 
first place, and then to provide a reporting and feedback mechanism for employees to 
check if an email is genuine or not. It may also be useful to inform employees about the 
most common influence techniques used in phishing emails (e.g. authority, urgency) 
since this helps them identify multiple forms of malevolent influence attempts.  

 

 Evidence review of qualitative and mixed-method studies 
Over the past decade, a few dozen studies have been conducted where the factors influencing behaviour 
were first identified in a ‘grounded’ manner from interviews or observation. Rather than apply an existing 
theory as to what is driving insecure behaviours, these studies identified and developed an understanding 
of the causes of non-compliant behaviours; in most of the studies this is the first step of a multi-phase 
investigation that either then tested hypotheses about causes and effects in a wider population, or made 
interventions to address those factors and then tested the effect. ENISA reviewed 12 such studies5 with 
general employees in organisations, consumers, and specific professional groups such as developers, CISOs 
and security analysts.  

One of the multi-stage, mixed-methods studies (Ashenden 2015) investigated the links between attitudes 
and behaviour through attributions. The researcher first elicited attributions through a structured 
qualitative study in one organisation and tested the emerging constructs with a larger number of 
employees in the same company. She concluded there two segments of employees that need to be 
addressed with security awareness programmes and messages – the ‘I Can Handle It Group’ and the ‘It’s 
Out Of My Control Group’. This was validated through an intervention study in a second organisation, 
where employees were profiled in a survey, followed by a targeted intervention (attributional framing was 
used to tailor persuasive messages to both groups). This construct is remarkably similar to the construct of 
‘self-efficacy’, part of the TPB (see above) which emerged as the most common and most likely framework 
for successful interventions in the first two reviews above. 

 

From the studies that started by asking individuals to explain non-compliant behaviour, it emerged that 
the circumstances surrounding the security behaviour are driving it. The most common driver for non-

                                                            

5 https://www.enisa.europa.eu/publications/cyber-security-culture-in-organisations  

https://www.ncsc.gov.uk/phishing
https://www.enisa.europa.eu/publications/cyber-security-culture-in-organisations
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compliance were excessive workload and complexity of the security mechanism, which blocked or 
disrupted people’s primary tasks and activities.  Beautement et al. (2008) found that compliance consumes 
resources (employee time and attention), and when employees fear that the cumulative effect starts to 
interfere with their personal productivity (which is of course the root of organisational productivity), the 
tolerance of being compliant is reduced. The Compliance Budget is an instinctive response, rather than a 
consciously and explicitly calculated one. The lesson from this and a series of further studies using the 
same grounded approach (Kirlappos et al. 2015, Beautement et al. 2016) is that employees fear the 
consequences of not being productive enough more than they fear the consequences of being the cause of 
a cybersecurity incident. This judgement is reinforced by organisational leadership being “tacitly complicit” 
in employees ‘productivity first’ decisions (Kirlappos et al. 2015). An indicator of this is that non-
compliance with security policy is generally bemoaned, but in most organisations not acted upon - until 
there is an incident. As Pfleeger et al. (2014) point out, safety research learned the importance of acting 
immediately on any unsafe behaviour, since these latent failures combine and lead to incidents. Safety 
research also found that treating the “human as hazard” and prescribing only one way to do things does 
not lead to compliance (passive following of security policies) or adherence (active engagement - including 
explaining the rules and reminding others) by employees. In the modern environment, organisations 
should aim for adherence rather than compliance - 1) because the old ‘comply or die’ does not apply with 
modern workers who are autonomous agents (Pallas 2009, Kirlappos et al. 2015), and 2) because 
organisations need employees who are empowered and can step up to counter rapidly evolving threats. 
Pfleeger et al. also note that cybersecurity needs what safety researcher Reason (2008) described as acts 
of ‘heroism’ - dealing successfully with novel threats that overcome the organisation’s defences. Security 
heroism can only be performed by employees who are engaged (adherence rather than compliance) and 
skilled, trusted and supported by the organisation. Beris et al. (2016) found that how employees feel 
towards the organisation (positive or negative) is at least as important a driver for adherence as awareness 
of the risks posed by cyber threats. 

Lack of skills and effective support currently affect even stakeholders who are seen as ‘very technical’ by 
most - software developers. Research with developers found that security primitives (such crypto APIs) are 
difficult to implement (Fahl et al. 2013), and that the demand for productivity means developers cannot 
research and test the code they produce to the level that security specialists think they ought to (Acar et 
al. 2016). Productivity pressures also lead to widespread code reuse via repositories such Stack Overflow 
and Github. The researchers demonstrate that the effective and efficient way to improve security - rather 
than tell developers they should ‘do more security’ and sacrifice productivity - is for security specialists to 
provide them with secure components and examples that are easy to use. There is also a hint that changes 
in education and professional certification courses would help to integrate security better in the 
development process. Poller et al. (2017) conducted an anthropological study in a software development 
organisation of developers reacted to the results of security reviews and audits carried out by security 
consultants, and found that developers would follow advice given, but were unable to embed ‘security as a 
routine’ in subsequent development processes. This shows how hard it is to embed security in established 
workflows that have become routine. Whilst organisations may struggle to shift current development 
practice towards including security, shifting it to include usable security is even harder. Caputo et al. (2016) 
conducted 3 case studies in organisations that claimed to develop usable security, but found that those 
working on the projects had little understanding of, and respect for usability, and were not measuring it, 
either. Most interviewees were convinced there is a trade-off between security and usability - and that 
security comes first. IEEE Security & Privacy Magazine dedicated a special issue to debunking that myth 
(see the Expert Round Table discussion - Sasse et al. 2016), but it is still pervasive among developer and 
security experts. The downstream consequences of this are that tools are difficult and cumbersome to use 



Cybersecurity Culture Guidelines: Behavioural Aspects of Cybersecurity 
   December 2018 

 
 
 
 

14 

- which in turn drives users to non-compliance and not valuing security, as the review of studies with 
employees shows. 

For security specialists such as security analysts and Chief Information Security Officers, security is a 
primary rather than a secondary task and they work in an environment where everyone puts security first. 
Sundaramurthy et al. (2014, 2105, 2016) carried out a series of anthropological studies with security 
analysts working in Security Operations Centres (SOCs), Computer Emergency Response Teams (CERTs) / 
Computer Incident Response Teams (CSIRTs), and found that -  somewhat surprisingly to non-security 
specialists - the work of these analysts is hampered by conflicts within the organisation. Management in 
security operation centres do not understand the importance of automation to handle routine cases, so 
analysts can focus on novel ones, and to ensure analysts have time to perform reflection and automation. 
As a result, analysts are stuck in operation mode, leading to low job satisfaction and burnout in the worst 
case. Since CERTs and CSIRTs are critical to the successful defence of many private and public sector 
organisations, and there is a shortage of staff with the required technical skills, it is essential for 
organisations to address these issues and skill and support staff. Chen et al. (2014) also point out that 
CSIRTs need to work in teams and multi-teams, and managers need to foster collaboration rather than 
competition for these structures to work. 

CISOs are the key stakeholders in operational security in organisations. Ashenden & Sasse (2013) found 
that - despite claiming to want to get staff on board with security - CISOs struggle to engage with other 
members of the organisation, and rely on one-way communication and ‘comply-or-die’ approach. This 
leads to other employees - including ‘highly technical’ ones as developers - to not engage and seek security 
advice and guidance. Instead they try to tell security practitioners as little as possible, and as late as 
possible, for fear of those ‘shooting their baby’. However, security issues that emerge late in projects are 
either expensive or impossible to fix. Ashenden & Lawrence (2016) conducted a series of Action Research 
Studies to provide security practitioners with communication and negotiation skills, to enable them to be 
seen as approachable and supportive. A workshop conducted by the UK National cybersecurity Centre 
(NCSC) with security practitioners found that CISOs themselves feel they are not understood and 
supported by business leaders, while business leaders fear being bamboozled by cyber experts who don’t 
understand what their organisation’s business needs, and will instead sell them technology they don’t 
need (https://www.riscs.org.uk/2017/10/24/communicating-with-the-board-workshop-summary/).6 

What is emerging from these studies is the need to improve communication, collaboration and the 
working relationship between security specialists and other functions in the organisation. There have been 
a number of examples of creative security engagement techniques (first mentioned by Dunphy et al., 2014) 
with employees, consumers or citizens. They are encouraged to reflect on security in their environment, 
the emotions they feel, the constraints they experience, the pressures that they undergo as well as the 
actions and the tasks that they perform when generating and sharing information. All of this generates 
insights on what is needed to make security work for a particular group, in the context of their goals and 
daily activities, and the physical and social environment in which this takes place. The EU Trespass Project 
(https://www.trespass-project.eu/) has developed and pioneered a number of such techniques, model 

                                                            

6 In 2018 ENISA has carried out an additional study entitled CSIRT Law Enforcement cooperation: interaction with the 
judiciary, that seeks to analyse aspects of cooperation across these three communities (i.e. CSIRTS, LE and the 
judiciary), for the purpose of enhancing response to combating cybercrime. Behavioural and organisational 
differences across these three communities may have a role to play in the way cybercrime response is channelled; 
there is space for improvement along the lines of better understanding of organisational practices, awareness raising, 
training and tools used.   

https://www.trespass-project.eu/
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building with Lego Serious  Play among them. This type of physical modelling bridges the space between 
the typical diagrams - flow-charts and UML (unified modeling language) diagrams for example - that 
security practitioners commonly work with, and the everyday practices of the consumers who are affected 
by security design. Heath et al. (2018) report a successful case study where this method was used to model 
security for a home banking application, which identified areas where human intervention and support 
needed to be provided to make security work overall. 

These studies provide examples of different ways of engaging with employees, consumers and citizens on 
security. This type of engagement and negotiated security solutions is part of a growing trend. Coles-Kemp 
et al. (2018) conducted a study with citizens in a community in the UK and concluded “Trust and 
collaboration … are necessary for effective cybersecurity.” 

 Evidence review of current practices 
Formal evaluation and feedback mechanisms are critical components of any security awareness, training, 
and education program. But since ENISA (2007) concluded “Organisations appear to find it very difficult to 
put effective quantitative metrics in place” and  ”There is little consensus on the most effective measures” 
in their report about Current practice and the measurement of success, not much has changed in practice. 

Still most companies consider collecting metrics in a constantly changing risk environment as challenging, 
especially given the lack of universally accepted measurements. And many organizations don’t collect 
metrics at all. 

Organizations derive those security metrics usually from statistical numbers, performance metrics, 
tests/inspections or audit results, which can be categorized into the following three general types of 
security metrics defined by NIST (see National Institute of Standards and Technology, 2008): 

 Implementation measures to measure execution of security policy (e.g. compliance with ISO/IEC 27001 
or regulations); 

 Effectiveness/efficiency measures to measure results of security services delivery (e.g. costs of single 
activities or whole programme, user satisfaction, change in risk exposure); and 

 Impact measures to measure business or mission consequences of security events (e.g. costs of 
security incidents, cybersecurity budget vs. IT budget). 

 

While those measures increase accountability and effectiveness, and demonstrate compliance of security 
controls, they do not provide good enough insights into organisational behaviour and the strategies to 
influence it (see Table 1). 

SOURCE EXAMPLE ISSUE 

Statistical numbers No. of IT Service Desk tickets related 
with security 

Statistical numbers are often hard to 
interpret. In the given example, an 
increase in tickets related with 
security could mean either that 
security awareness has dropped, and 
users behave more insecure, or that 
security awareness has increased, and 
users detect and report more 
incidents 
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Performance metrics No. of staff trained 

No. of visits of Intranet security page 

Performance numbers often look good 
at first sight, but do not help to 
understand the organisational 
performance in a way that informs 
future strategies. Such metrics are 
called vanity metrics. 

Tests / Simulations Phishing tests 

Cyber defence simulations 

Red team vs. blue team 

Tests and simulation can give valuable 
insights into human behaviour 
patterns. But they are very limited to 
specific situations and do not provide 
information about strategies of how to 
influence the behaviour. 

Audit results ISO/IEC 27001 PCI/DSS While audit results are the most 
complete metrics, today’s standards 
and best practice catalogues do not 
cover the full spectrum of social and 
psychological items that influence 
human behavior. 

Table 1 Source of metrics to measure cybersecurity awareness and their issues 

  

The maturity of an organization’s cybersecurity awareness programme determines the type of measures 
that can be gathered successfully. But even the organizations with the most mature programme, rarely 
collect data which are based on behavioural theories and which allow to draw real conclusions on the 
behaviour. 

It is therefore evident, that the industry must shift from the technology and process centric view to a 
human centric view and adopt the knowledge from behavioural theories to be successful in the digital age 
of cybersecurity. 

 Conclusions from evidence reviews 
The four evidence reviews draw similar conclusions despite drawing on different methods and approaches. 
One is the importance of metrics in any assessment of the human factor in cybersecurity. While 
quantifiable, behavioural measures are often seen as the ‘gold standard’ for the measurement and 
evaluation of human aspects of cyber-security, it is important to recognise that deeper insights can be 
gained by combining these with other approaches, including those drawn from qualitative research and 
organisational studies. Most metrics in current practice are not suited to measure human behaviour or to 
provide information about strategies of how to influence the behaviour. It is required that the industry 
shifts from a technology and process centric view to a human centric view and adopt the knowledge from 
behavioural theories to be successful in the digital age of cybersecurity. 

A second conclusion is that many of the models currently used to study human aspects of cybersecurity 
are a poor or moderate fit to actual behaviour. The first evidence review found that a model of attitude-
behaviour (the theory of planned behaviour) was the most commonly used theoretical model to study 
cybersecurity. The second review found a combination of the same model and protection motivation 
theory were the most widely used to study changes in behaviour. Neither are an ideal fit. In the case of the 
theory of planned behaviour, it ignores wider contextual factors (e.g. organisational factors), and the 
models tend to assume that compliance (e.g. to a security policy) is a positive outcome. While attitudes, 
social norms and perceived behavioural control do predict someone’s intention to undertake a particular 
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cyber-behaviour behaviour, most of this work is based around compliance to security policies, that may 
not be the most appropriate or useful outcome measure. 

 

Third, there is increasing evidence that increasing users’ understanding of the threat posed by 
cybersecurity breaches, or fear of the consequences, is not an effective tool for changing behaviour. There 
are a number of possible reasons for this. One could be that we have reached ‘peak threat appraisal’, 
where the message that cybersecurity threats are pervasive and dangerous is well understood by a large 
proportion of the population. Another is that increasing fear without providing the tools or skills to address 
the threat may lead to a sense of helplessness and apathy in the face of impending doom. Alternatively, it 
may lead to a lack of trust in the message if the threat does not come to pass, or may lead to psychological 
defence mechanisms such as avoidance. The lack of effectiveness of fear messaging shouldn’t be a surprise 
- almost 20 years ago a review concluded that fear appeals are not effective in changing behaviour (Witte 
& Allen, 2000), a finding replicated more recently in a study of climate change (Feinberg & Willer, 2011), 
and work on password strength (Weirich, 2006). 

Finally, however, the reviews do conclude that there is moderately reliable link between people’s ability to 
cope in the face of threats and their cybersecurity behaviour. Coping can be divided into the effectiveness 
of the response (i.e. does it work) and ability to carry out the response (i.e. can I make it work). In both 
cases, increasing users’ coping skills and beliefs reliably leads to changes in their cybersecurity behaviours. 
The latter, i.e. “can I make it work” increases the motivation of the individual actors within an organisation 
and it turns them into positive agents that want to contribute to the solution of the problem threatening 
the organisation they work for and they have reasons to be loyal to.  

 

Case study: Public Wi-Fi networks 

When on travel, standard advice is to not use public Wi-Fi networks for sensitive work. 
However many studies have shown that this advice is being ignored.. Recent studies in 
the UK and Japan have shown that this is despite most people being very aware of the 
risks. Clearly, scaring them is not working. Many people use their mobile data plan, but 
when they have less than 50% left, they switch to public Wi-Fi instead (Sombatruang et 
al. 2016, 2018). 

Considering what the research about the Protection Motivation Theory tells us, this 
behaviour must be expected: the severity of the risk of communication interception is 
very abstract and mostly not understood, and the likelihood of vulnerability rated as 
very low by the users, while the rewards of staying unsafe are high (comfort, 
performance and bandwidth, no extra costs). 

The more effective approach is to increase the coping appraisal. Response costs should 
be reduced by giving the users tools that enable them to use public Wi-Fi securely, i.e. 
an easy-to-install, easy-to-use, secure VPN product on devices they use on the move. 
And response and self-efficacy should be increased by training them to use it all the 
time, so they acquire a secure habit. Additionally, it is important that the VPN solution is 
always on by default, this way the user does not has to switch between two scenarios 
(not sensitive vs. sensitive work). Having two ways of accessing public Wi-Fi increases 
complexity, plus the “secure way” will not become a habit - and if it is not a habit, 
people will struggle, make mistakes or give up, especially when under pressure. 
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This does not mean that organisations should simply invest in more training and skills as such. Trust and 
collaboration are the foundation of successful cybersecurity - to protect themselves organisations need 
staff who are loyal and engaged, especially given the rapidly evolving nature of threats. Blaming people or 
their inability to comply with security policies (e.g. by referring to them the ‘Weakest Link’) is 
counterproductive. Security must support and work with staff and business leaders to develop workable 
and effective security solutions, not fight them; intra-organisational efforts need to be targeted against 
fighting inertia and complacency to counter threats. We should stop trying to ‘fix the human’ and fix the 
security instead. Insecure behaviour is largely driven by security being too complex and/or effortful. 
Security needs to accept that human effort and attention is a precious resource primarily dedicated to 
productivity. Thus, security needs to fit into work processes and tasks rather than disrupt them; policies 
and tools need to be targeted and easy to follow. If it were possible to make coping with cybersecurity 
threats a simple, obvious action, we massively increase the likelihood that people will behave in a secure 
way and thus reduce the likelihood of threats ever materialising. However, making coping with 
cybersecurity threats an obvious action is a non-deterministic goal and targeted action needs to be taken 
for significant change to be observed.  
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3. Guidelines for practitioners 

While the reviews that have informed this report identify specific recommendations for security 
practitioners, ENISA proposes that they be implemented as part of circular, ongoing process (Figure 2, 
below) that seeks to maintain awareness of an organisations’ security stance and the human aspects that 
contribute to that stance, followed by in-depth analysis of why vulnerabilities might exist (and re-visiting 
previous efforts to address them). This is followed by a strategic planning stage where available options 
are weighed up and interventions designed. Critical at this stage is to identify what the goal of any change 
is, and the success (or failure) will be measured. This naturally leads to a final part of the cycle where the 
effort is evaluated against the original goals, target end state, and the awareness process begins again. 

 

 
Figure 2: Framework for designing interventions for human aspects of cyber-security 

 

 Awareness 
The starting point for any organisation is to gain understanding of its current cybersecurity status, and the 
ways in which human factors might support or detract from that defensive stance. Our review identified a 
variety of statistical measures an organisation might use to gain awareness, as well as ways in which 
groups can gain an understanding of security culture through quantitative (e.g. surveys) and qualitative 
(e.g. interviews) methods.  

  

The specific methodology adopted will in part depend on the organisation, and its maturity in terms of 
both cyber-security and data collection and analysis. The results of our reviews suggest that multiple 
methods are preferable to a ‘one-shot’ approach, and that reliance on easily collected metrics (e.g. 
phishing simulation click rates, IT support tickets) and self-report surveys are unlikely to reveal more 
‘hidden’ human aspects of cyber-security. In the review of qualitative research, ENISA identified a number 
of studies that provided good blueprints for ways to begin investigation using multiple, open methods that 
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probe multiple levels in an organisation (e.g. Beautement et al. 2016, Ashenden & Lawrence 2016 which 
also includes interventions) 

 

 
Figure 3: Organisational behaviour model to assess cybersecurity culture (arrows are only exemplary to demonstrate 
interconnections between domains) 

The model of organizational behaviour in Figure 3 is used to study the security culture within organisations 
(Schlienger, 2006). It has been applied and validated in several studies over the last 15 years, and can be 
used to guide how an open approach to gaining awareness might look at different levels within an 
organisation. It is mainly used with quantitative surveys, but since it is an open framework, it can be used 
in qualitative approaches as well. 

Since the framework is based on a model of organizational behaviour, the measurement results indicate 
concrete starting points for improving and changing the cybersecurity culture. The experience with this 
model has shown, that the main pain points most often are not in awareness and training, but in 
supporting domains that strongly influence the work environment of the users, like work and technology 
design, organisational structure, leadership and problem management. These domains strongly influence 
the perception and the motivation, which in fact finally have a strong impact on the behaviour. 

When developing awareness, it is also important to recognise that many ‘problems’ that seem ‘human’ in 
cause may be due to a variety of causes, some of which are not within the control of the individual. For 
instance, some security practices may effectively ‘force’ people to behave insecurely by requiring 
unrealistic steps or cognitive skills in order to comply. Awareness should therefore include the 
organisation, work processes as well as local factors (see Figure 1).  

  

Caveats: 
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 Behaviour change will only happen if the target (secure) behaviour is achievable in the context of an 
individual’s everyday activities. 

 Behaviour change takes time and is unlikely to be achieved through a single campaign or intervention. 
This limitation however, can be balanced with a dedicated and loyal workforce that accumulates 
secure behaviour messages to the point that response to a threat that brings about positive outcomes 
becomes a natural reaction. 

 Trying to ‘fix the human’ without fixing the system won’t work alone. 
  

 Analyse 
Once a basic awareness of the organisation’s current status is achieved (using whatever method is most 
appropriate), the next stage is to analyse what may be the root causes of any identified weaknesses or 
problems. Analysis can be divided into two core elements: analysis of the problem (and root causes), and 
choice of appropriate method to study the problem (and to measure success). Again, a multi-method 
approach is particularly suitable here, since some causes may not be readily identifiable using self-report 
surveys or statistical data. In some cases, the easily measurable (e.g. click rates on phishing simulations) 
might not be the most suitable measure (e.g. of security culture). Some suitable methods might be to use 
workgroups or focus groups to identify whether a behaviour is not being conducted due to ability, 
motivation or another factor before designing any intervention. While surveys can be valuable (see 
technical annex), organisations should also consider that collection of data via surveys consumes a 
precious resource – employee time and effort, and many organisations report that employees suffer from 
survey fatigue. Care needs to be taken to not over survey staff, or to rely solely on self-report survey data 
when possible. 

 

Selecting the right metrics 

It is important to select the right instrument for any analysis or evaluation. The 
instrument selected should give clear and relevant information. And the organisation 
should also choose the right number of metrics, not too few, but also not too many, so 
that they give valuable insight but still are manageable.  

Choosing a metric 

When choosing or designing a measurement instrument, it is advised to follow the 
common SMART criteria. SMART stands for Specific, Measurable, Actionable, Relevant 
and Time-related. 

When looking at a proposed metric, make sure that it is: 

Specific: Does it target a specific area for improvement? 

Measurable: Is it quantifiable or does it at least suggest an indicator of progress? 

Actionable: Can the results be used to define concrete improvement actions? 

Relevant: Is it relevant for your organisation taking your context into consideration and 
does everybody understands the result? 
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Unpicking the causes of a behaviour 

Practitioners should consider conducting a more detailed analysis of the causes or barriers to conducting 
the desired behaviour. In our review of intervention models, ENISA identified two approaches to unpicking 
the causes of (non) behaviour that are particularly suitable for cybersecurity: COM-B and Fogg’s behaviour 
model.  

 The ‘COM-B’ model (Michie et al., 2011; Figure 4 below) argues that whether or not a behaviour is 
enacted (e.g. locking a screen when leaving for lunch) is dependent upon three interrelated factors: 1) 
capability (can they do it? Do they know how to?); 2) opportunity (do they have the chance to do the 
action?); and 3) motivation (are they motivated to lock the screen?). The type of intervention is dependent 
upon the cause of the (non)behaviour - so for instance, if users are able to lock a screen, have the 
opportunity to do it, but are not motivated to, then interventions should be based around creating a 
motivation (e.g. education, awareness, reward/punishment). If initial analysis found that users were 
motivated, but did not know how to lock screens (capability), then an intervention should be based on 
training (skills-building). However, this example also shows the importance of identifying the real cause of 
underlying behaviour and responding with the appropriate intervention: in several of the qualitative 
studies reviewed (e.g. Kirlappos & Sasse, 2015), employees knew they were supposed to lock screens, and 
how to do this, but did not lock them because - in their specific work context - they felt it would signal a 
lack of trust in their work colleagues - and that is the inhibitor to changing to the secure habit.  

ENISA has highlighted at several points in this report that trust between the organisation and staff, and 
between staff is important for cybersecurity, but here an education intervention is required: employees 
need to understand that screen locking is a key security habit, and that ‘it’s business, not personal.’ Once 
employees know their colleagues will interpret the security behaviour as an organisational security habit, 
rather than personal mis-trust, the blocker is removed. Trust in the real world vs. trust online is an 
excellent example of where organisations should target education and skills-building (Kirlappos & Sasse, 
2012): attacks like phishing and social engineering exploit the fact that most people rely on trust models 
from the physical world - understanding where trust in the online world is different (you cannot always be 
sure an email from who they claim to be) and how one responds appropriately is important to understand 
(e.g. consult security or colleagues, verify identity via different channels, refuse request politely). At the 
end of the day an employee would want to take credit and be proud of demonstrating a suitable response 
that “saves the day” for the employing organisation when an attack is deployed.    

 
Figure 4: COM-B model (adapted from Michie et al., 2011) 
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A related model is that developed by Fogg (2009) that seeks to identify the type of cue needed to 
encourage the appropriate action, dependent on an individual’s motivation and ability to perform the act 
(see Figure 5). According to the B=MAT model, the likelihood of a behaviour occurring is a product of 
motivation (M), Ability (A), and the appropriate trigger (T).  

  

 
Figure 5: B=MAT model (adapted from Fogg, 2009) 

  

According to the B=MAT model, the type of persuasion required to bring about a behaviour depends on 
where it lies in the motivation / ability dimensions, with different interventions needed to increase either 
motivation or ability. For instance, if people are motivated to undertake a task (e.g. updating software), 
then addressing their ability (e.g. by reducing the cost or effort) should increase the likelihood of carrying 
out the behaviour. Similarly, if an action is simple and the person is able to complete it, then addressing 
motivation (e.g. fear of outcome, hopes, pain) should also increase the likelihood. Once motivation and 
ability are addressed, according to Fogg’s model, we should then look to triggers that signal to people that 
a behaviour is required. These triggers can take the form of: 1) signals (e.g. a message saying that updates 
are ready to be installed), best used when someone has motivation and ability; 2) sparks that seek to 
motivate as well as trigger a behaviour (e.g. warning that the computer will be at risk if the update isn’t 
installed); or 3) facilitators, that seek to both trigger a behaviour and make it easier (e.g. “just click here to 
download and install the update”).  

As noted in the reviews that contributed to this paper, interventions designed to improve the ways in 
which users cope with cybersecurity threats have shown reliable associations with actual behaviour. ENISA 
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propose then that the COM-B model is used to identify why a desired behaviour may or may not be 
carried, and that Fogg’s behaviour model guides thinking about possible interventions. 

It is also important to note that in some cases the cause of a non-compliance / non-protective action may 
well sit outside the user or employee. For instance, ENISA has documented studies of ‘shadow security’ 
where policies interfere excessively with employees’ work goals, and so are circumvented. In these cases, 
changing the policy is more suitable than changing employee behaviour.  

In our review of measures (see technical annex), ENISA make a series of recommendations around the 
selection of valid, reliable measures that would allow practitioners to track changes in security behaviour 
or culture. ENISA advise the use of multiple measures that can be triangulated, and for the collection pre-
and post any changes aimed at improving the human aspects of cybersecurity.  

 Plan 
Once awareness and analysis has been completed, the next stage is to plan based around that. The exact 
nature of that planning will be determined by the diagnosis of around the problem in the previous two 
stages. For instance, if the analysis stage identified a problem with understanding, a traditional awareness-
raising or training campaign is appropriate. Alternatively, the analysis may identify specific issues around 
the design of policies and work practises. In this case, it would be appropriate to either consider the 
goodness of fit of policies, and redesign then around workplace requirements. Similarly, ‘opportunity’ may 
be diagnosed due to a lack of usability of a particular security protocol or tool, in which case, rather than 
training users on a poorly designed or implemented tool, the tool should be redesigned. For instance, if 
users want to encrypt email, but the tool for doing so is cumbersome and difficult to use, redesigning the 
tool is more likely to yield success than attempting to redesign the human. 

In the case of training, much current training is actually awareness raising in some form or other. For 
instance, phishing simulations do little to provide real, implementable skills for employees to use in their 
everyday work. ENISA therefore proposes that practitioners consider training to be ‘skills building’, with 
identifiable outcomes that help employees cope with cybersecurity threats of various kinds. However, if 
this training is still to support policies and practises that interfere with employees’ core work goals, it will 
have little impact unless those same policies and practises are also changed to align with work and 
business processes. 

PROBABLE CAUSE EXAMPLE ORGANISATIONAL 
RESPONSES 

COMMON ACTIVITIES 

Capability Redesign policies & tools 

Education 

Skill-building  

 

Restrict  

‘Fix security’ - review & change 
policies & tools  

Build employee security skills 
(‘proper’ training) 

 

Remove admin rights 

Motivation Awareness campaigns 

Incentives 

 

 

Organisational response  

Security culture programme 

‘Good security’ awards, security 
performance as Key Performance 
Indicator 

Visible organisational reaction to all 
policy breaches & errors 
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Opportunity Engage employees in security 
review/design 

Security champions 

 

Nudge / prompt 

Identify policies & tools that cause 
friction 

Identify & support employees who 
want to build security skills 

Support transition to secure habits 
through alerts & reminders 

Audit results ISO/IEC 27001 PCI/DSS While audit results are the most 
complete metrics, today’s standards 
and best practice catalogues do not 
cover the full spectrum of social and 
psychological items that influence 
human behavior. 

Table 2: Example links between analysis and potential organisational responses 

  

 Implementation 
Changing behaviour (or indeed organisational culture) is likely to be a long-term project. Some techniques 
and approaches may yield immediate results. In other cases, it may take considerably longer, not only 
because habits take time to form, but also because restructuring security policies and practises to align 
with organisational goals and work tasks is likely to be a considerable undertaking. 

Implementation should also be monitored as part of the process - ideally with interim measurement and 
analysis as the programme is on-going.  

 Evaluation and iteration 
Evaluation of any intervention can take two main forms - process and outcome. Process evaluation seeks 
to identify how the attempted change or intervention ran - was it implemented correctly? How did the 
different stakeholders interact? What process elements could be improved? Outcome evaluation seeks to 
identify whether or not the change achieved its stated goals. As mentioned earlier, this relates closely to 
the issues around measurement and metrics. It is critical that practitioners know what success looks like - 
be able to identify what metrics or measures will change in response to any intervention ahead of time. 
Ideally, the same measures and metrics are used before and after any change in order to quantify the 
effort. If this isn’t possible, a control group can be used for comparison purposes (e.g. if the organisation 
has multiple sites, and one site can be kept outside of the intervention).  
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4. Recommendations for specific groups 

Policy makers 

For policy makers ENISA identified a clear lesson from the reviews - increasing cybersecurity literacy and 
skills is an evidenced method to support citizens to protect their cybersecurity. There are further ways in 
which policy makers can support cybersecurity:  

 Ensure responsibilities are assigned to those who have the capability to discharge those responsibilities 
(key principle Risk Management ISO 27001). 

 Signpost trustworthy competence - e.g. where to look for guidance on specific issues. 

 Promoting collaboration and trust-building within and across organisation; promote respect and ban 
disrespectful language about stakeholders 

 Support the development and use of evidence-based metrics and measures to assess cybersecurity 
skills, knowledge and organisational culture. 

 Encourage and support collaboration between technical and social / behavioural domain experts in 
tackling cybersecurity behaviours. 

 Don’t assume that awareness of a threat will lead to protective action! Citizens (and workers) also 
need the skills to avoid the threat, and an understanding that doing so will be effective.  

 

Management and organisational leadership  

The outcome of the qualitative and practice reviews is that organisational leaders need to shift their 
perspective on what their role and responsibilities in managing cybersecurity in their organisation are. 
Cyber threats are existential to all organisations whose business relies on IT and networked 
communications, but the management of most organisations has to date seen the problem as a technical 
one, and handed it to technical specialists (usually the CISO) to manage. That means decisions about 
security policies and how to implement them and are made from a security perspective, with little to no 
consideration of the impact on individual employees going about their daily work tasks. The result is that 
many security policies cause friction with business, and when that happens most employees put 
‘productivity first’. Organisational leadership - while happy to keep saying how important security is to the 
organisation, are “tacitly complicit” in this behaviour (Kirlappos et al. 2015). Organisational leaders need to 
take an active role to ensure that the security behaviour staff are asked for is doable in the context of the 
business. Organisational leaders should: 

 Take responsibility: Decide which security risks they want to manage, and commit the resources 
required. This includes the cost of buying security equipment and services, but more important the 
total cost of operating those security measures:  

 the time staff have to spend on security 

 the time and effort required to change insecure behaviours into secure ones 

 business that may be lost as a result of staff following the policies 

 building the skills different parts of the organisation need 

 Lead by example: always follow security policies (you are a high-value target) and commit a portion of 
your time to work with security specialists and staff to finding workable solutions in your areas of 
expertise (e.g. operations, finance, marketing) 

 Manage your organisation to help security: The report has found that effective management of 
security can draw knowledge and tools from safety. Similarly, Human Resources can assist with the 
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design of incentives and KPIs, and helping to identify staff who are interested in acquiring new skills 
and take on extra responsibilities. Communications and marketing can help to improve effectiveness of 
awareness materials. Leveraging your own resources and breaking down silos to solve problems is a 
management task. 

 

CISO and security specialists 

Studies with CISOs show a need for a shift in what the job entails, and how to work to be effective. 

 Calculate the impact of your policies. Security policies and measures can only be effective if they are 
adopted and used correctly. To ensure this, CISOs need to know the impact it has on staff in daily 
business operations - so they should know the time and effort compliance requires before putting a 
security measure in place. General MacArthur’s dictum ‘Never give an order that can’t be obeyed’ 
should be framed and hung over their desk. 

 Be visible and approachable. CISOs should be security cheerleaders, not policemen - to engage staff, 
they need to be visible and approachable at all times. And to build trust, they need to listen and 
negotiate, rather than try to ‘stamp out’ non-compliance and throttle innovation and experimentation. 

 You need soft skills. CISOs and other security specialists need to acquire the ‘soft skills’ to do this 
effectively. The programme developed by Ashenden & Lawrence (2016) with funding by the UK NCSC is 
a pioneer effort that should to be replicated, and become incorporated into academic and professional 
security courses. 

 Stop verbally bashing people. Effective engagement and trust require respect for others. The security 
profession needs to revise its perspective of non-specialists, and accept they are the only stakeholders 
in the ecosystem for whom security is the primary roles. And they must change the language they use 
to reflect this - no more referring to humans as ‘the problem’, ‘stupid users’ and the ‘Weakest Link.’  

 

CSIRT’s /CERT’s & SOC’s 

Incident response teams and security operations centre staff are among the most important assets in the 
fight against cyber threats. Enabling them to perform well is clearly important - and so is having sufficient 
capacity to fill positions. Given that there is a growing shortage of cyber skills professionals (Oltsig, 2017), 
the finding from our review that burnout is a serious problem should give rise for concern. Organisations 
need to take steps to manage this precious resource effectively. 

 Look after your staff. Burnout is largely driven by overload, but also by boredom through repetitive 
tasks. Organisations need to ensure sufficient staffing levels - this can be a challenge in CSIRTs where 
demand is high during incidents, but lower during other times. More flexible task allocations - e.g. 
having staff work on tool development, skills resources and team building and knowledge-sharing 
between teams - would be a way forward. Managing incidents affecting safety and cyber physical 
systems can be stressful - organisations need appropriate support to help staff deal with the 
aftermath. 

 Invest in training and personal growth. Having the skills, and ability to grow are key for effective 
performance, confidence and job satisfaction of security staff. In a rapidly evolving threat 
environment, funding for research and specialist skills is an essential, not a luxury. Some skill-building 
can happen through online courses, but hands-on case analysis, master classes and wargaming are 
more engaging and effective. 

 Support team and multi-team approaches. Effective cybersecurity defence is a team sport - building 
trust among analyst teams, and between them and management is essential. This is a new problem for 
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many organisations, so some investment in external expertise (research or consultancy) may be 
required. 

 

Software Developers - and those who manage and educate them  

The review of literature on software developers revealed that they - like other staff - are currently caught 
between producing code and delivering products, and make sure what they deliver is secure. The studies 
show that there are high-impact first steps that can be taken to make it easy for developers to produce 
more secure code - by ensuring that platforms, tools and APIs they use have secure defaults and settings, 
and that code that is frequently copied is vetted and made safe. One major study found that incorporating 
security in the development process through expert security guidance was not successful, but another 
showed that enabling security experts to become more approachable and supportive can lead to more - 
and most critically earlier - engagement between security and staff. 

The lessons for developers are: 

 You cannot be a security expert, but you need to think about security from the start (security by 
design) and throughout the whole lifecycle (secure software development lifecycle). The longer you 
leave thinking about security, the more expensive it will be to make it secure. 

 Security experts can advise and support you - work with them, and tell them everything. 

 If your code includes a security mechanism, you need to make sure it is usable: how much time will it 
take? Will they be able to understand the decisions you are asking them to take? Work with usability 
experts to help you design and test for usable security. 

 

Those who manage and educate developers 

 

One of the studies reviewed found that even organisations who claimed to have processes to ensure their 
software was secure (and usable) had no criteria or metrics by which staff could determine it was so. Also, 
problems arising with security, and usability of security, tend to end up with help desks and support staff, 
rather than the developers. If they did, they would not only have an incentive to reduce those problems, 
but learn over time how to avoid them in the first place. 

 Like other staff, developers need time to keep up-to-date with threats and update their skills. 

 Assign developers to work on help desks and support, so they experience first-hand the consequences 
of failing security. 

 Include the number of support calls and other costs associated with insecure or unusable code in 
performance evaluation 

 

Those who educate developers - computer science and software engineering courses - do currently not 
teach security-by-design. Some offer specialist modules in security, but this is mostly optional. 

 Security courses should be compulsory in academic computer science and engineering courses. 

 It should be taught as an integral part and from year one programming should teach students to 
program securely, rather than just how to program. 

 Material in all other modules should be reviewed to remove or annotate examples that would lead to 
insecure code. 
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Awareness raising managers 

Our reviews clearly noted that awareness based around threat is not effective. And yet, many awareness 
campaigns still spend considerable time and energy repeating the scale and vulnerability of cybersecurity 
threats. Whether we have reached ‘peak awareness’ may be unknown, but the evidence does support that 
we should be aiming to provide users with the skills in order to cope with threats, and the knowledge that 
a simple act can be effective protection (e.g. accepting updates immediately). While efforts to further 
understand the attitudes and beliefs of a population might be worthwhile, they should be linked closely to 
an analysis that leads to tailored campaigns based on identified issues. The COM-B and Fogg models 
outlined in the report give a structure to begin strategically tailoring awareness campaigns towards specific 
causes of a (non) behaviour.  
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