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Executive summary

This guide complementshé existing set of ENISA guiidsat support Computer Emergency
Response Teams (CERTS, also known as CSIRTSs). It dgeodimactices and provides practical
information and guidelines for theprocess of prepang and issuing alerts, warnings and
Fyy2dzyOSYSyida G2 | /9weQa O2yaidAddsSyoe o

The main focus area of the guide is the processnforming the CERTand their constituencies
about threats and ways to contain threatsa core service carried out bgnost CERTg which
involves having an identified and reliable set of information souacesa well structured process of
assessing and processingtimcoming information, enablintpe CERT0 get the right information at
the right places in the most tiaty fashion

Other topics covered by the guide inclutteident response methodologies and recommendations
on how to improve the process of alerts, warnings and announcements

The primary target audiences of this guide are CERT technical staff and manag8etwondary
target audiences are IT security vendors, universities and CERT training institutions.

For a CERT in the agh stage this guide will provide very valuable input on howshape the
process of alerts, warnings and announcemetisr existingCERTS, it can serve as a meangeio
designtheir current processs and further improvethem. For establishedCERJ this document
contains recommendations on how to improve this process together in cooperdtimre is
considerable potential here whichli®ing underused at the moment of writing this guidle

! http://www.enisa.europa.eu/activities/cert/support
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1 Introduction

The majorityof CERTs warn their constituents about pending dangersugeomingthreats. The
methodology by whictihis is doneis often unchanged sincéhe early1990s However since then

the landscape has changed. Threats and dangers havaphied, the required reaction time is
decreasingand the stakes are high. CERTSs all over the world are working hard tochadkeinging
requirements toperform in a more professional manner in all procedures. That includes improving
and streamlining theprocesses, systems and functioos the warning and alertingservices This
guide aims at helping CERiT¢he task ofimproving and streamlininthose processes.

Goal
Thisgood pactice guideaimsto:

(1) inform about the current best practices in preparirgnd issuing alerts, waings and
announcements fothe/ 9 we¢ Qa O2yadAddsSyoes I yR

(2) suggest ways in which alerting processan be improvegdnot only inside an organisation
but also in cooperation with others, especially the CERT community and IT seendbry.

Target audience

The target audience is primarily all those involved in information security incident prevention and
responsec in other wordsmainly KS / 9w¢ O2 YYdzy A (i @ dMe@tedStatedra T 2 O dz&
their CERT&ut this documentcan be applied for any CER®rldwide.

A secondary audiencare IT security vendors, universities, training institutions, and in general all
those who interact with the CERT community or train people in the subject matter of CERT work.

Structure of this deument

This document provides information on all aspects relatedht process of preparing and issuing
alerts, warnings and announcements

Chapter lntroduction
This chapter provides the background and introduction to this guide.
Chapter 2Alerts, Warnings and Announcements: the Concepts

This chapter discusses tliencepts of alerts, warnings and anmeements, starting form the CERT
services portfolio and going on to a basic process idea and existing challenges in this area.

Chapter 3Alerts, Warnings, and Announcements: Best Practices

This chapter describake best practices in alerts, warnings and announcements. It covers a detailed
process, sources of information, risk assessment, dissemination, feedback, standardised formats and
useful tools.

Chapter 4Gap Analysis and Recommendations for the Alerting Pssce

This chapter offers an analysis of the existing gaps in the pregdss alerts, warnings and
announcements and follows up with recommendations hovapproachthese challenge. Most of
these challengesneed to be dealt with on the levebf the community of CERTs anfeir

stakeholders.
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Chapter Sincident Response Best Practices
This chapter describesxistinggood practice inncident response and incident classifications.
Annex A: CERT Survey Results

Thisannexhighlights results from the survey domathin the CERT communipyrior the compilation
of this guide

Annex B: Public security news feeds sources

Thisannexprovidesan extensive list of public sources of security information, usednbyy CERS
in their alerting process

Annex C: Relevant ENISA Documents Grefsrence

This annex places this guide inside the context of other relevant ENISA guides and other documents.
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2 Alerts, Warnings and Announcements: the Concepts

Thischapter outlines the concepts behind alerts, warnings and announcements. All notions defined
are placed in the context of the traditional CERT services portfolio and from there we take a practical
approach by looking at the common information sources used by CERTS, the severity rating of
AYyO2YAY3 YR 2dzi32Ay3 AYyF2N¥IGAZ2Y YR (GKS RA&A&SY

The definitions we give are compatible with common CERT service defniiut do contain some
clear elements of improvement, especidiithe inclusion of the concept ¢HskQ

2.1 Methodology behind the study
As a first stefgthe concept of alerts, warnings and announcemeggsservicewas defined.

After this a survey among CERTsvas prepared and conducted to collect their opinions about
relevant aspcts of this report, e.g. toolsused by teams for their alerting, working and
announcements activities.

Next, stockaking of existing categories, and the most common types andnadels of alerts,
warnings and announcementsas conductedVarious sources were evaluated, as well as relevant
standards and common data formats. This allowed recommendatmihe drawn upbased on the
lessons learnt.

Next, incident response methodol@gi were evaluatedand mapped to a classification by type of
incidentin order tohelpfind and/orimprove ways to mitigate attacks.

Finally, aeport waspreparedincludingfindings, analysis and recommendations

2.2 CERBervices portfolio
The classification of CEBSFvicesas originally introduced around 1998 is still common totlay
CERT services can be grouped into three categories:

1 Proactive services, which are aimed at improving the infrastructure and security processes of
I/ 9 w ¢tiuants Gefoyedany incident or event occurs or is detected. By providing
proactive services, CERTSs help to avoid incidents and minimise their impact and scope when
they do occur.

1 Reactive services, which are aimed at responding to requests for assigial@& Y | / 9w¢ Q.
O2yaitAitdzsSyoOes NBLRNI&a 2F AYyOARSydaz FyR Gl O
systems.

1 Security quality management services, which consist of services that improve an
2NBF YA&LF GA2Y Qany EERS Niodid provids @ez¢ivides By leveraging its
experiencesof providing proactive and reactive services to its constituency and applying
these experiences to quality management services.

A table that lists various services in thabeee categories is available on the wetasof the CERT
CoordinationCente.’ This is referred to as the (traditional) CERT services portfolio:

2See ENISA CERT baseline capabilities (updated 2012 vérsisn)www.enisa.europa.eu/activities/cert/support/files/updated
recommendations2012(p. 41); or the original from the CSIRT Handbdutp://www.cert.org/archive/pdf/csirthandbookpdf (p. 24).
% Seehttp://www.enisa.europa.eu/activities/cert/support/guide2/annex/services the source of that information:
http://www.cert.org/csirts/services.html
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Reactive Services Proactive Services Security Quality
Management Services
Alerts and Warnings Announcements Risk Analysis
Incident Handling Technology Watch Business Continuity and
¢ Incident analysis Security Audits or Assessmer| Disaster Recovery Planning
¢ Incidentresponse on site | Configuration and Security Consulting
¢ Incident response support | Maintenance of Security Tool:| Awareness Building
¢ Incident response Applications, and Education/Training
coordination Infrastructures Product Evaluation or
Vulnerability Handling Development of Security Tool| Certification
¢ Vulnerability analysis Intrusion Detection Services
¢ Vulnerability response Secuity-Related Information
¢ Vulnerability response Dissemination

coordination

Artifact Handling
¢ Artifact analysis
¢ Artifact response
¢ Artifact response

coordination

Tablel: CERT services

Inbold in this table: alerts, warnings and announcemeqtbie main topic of this best practice guide.

2.3 Alerts, Warnings and Announcements

Wlerts and Warningand YAnnouncement®are detailed as follows in the referencgs/en inthe
previous paragraph:

Alertsand Warnings (reactivé)

This service involves disseminating information that describes an intruder attack, security
vulnerability, intrusion alert, computer virus or hoax and providing any -séort
recommended course of action for dealing with theutésg problem. The alert, warning or
advisory is sent as a reaction to the current problem to notify constituents of the activity and
to provide guidance for protecting their systems or recovering any systems that were
affected. Information may be creatdny the CERT or may be redistributed from vendors,
other CERTSs or security experts or other parts of the constituency.

Announcements (proactivé)

This includes, but is not limited to, intrusion alerts, vulnerability warnings and security
advisories. Sucannouncements inform constituents about new developments with medium
to longterm impact, such as newly found vulnerabilities or intruder tools. Announcements
enable constituents to protect their systems and networks against newly found pblem
before tey can be exploited.

This has become the traditional and dominant definition of these services, found in many sources
including ENISA There are very few if any competing definitions. NIST seems to differ in their

4 Seehttp://www.cert.org/csirts/services.html#alerts
® Seehttp://www .cert.org/csirts/services.html#announcements
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equally authoritativedhcident HandlingGuideQbut their definition is very briéfand does not add
new insights or different categories: NIST refer&avisory distributio@asa proactive CERT service,
basically being the same &ecurity advisoricQinder Bnnouncement€above; and tdihformation
sharingWwhich is in the reactiviAlerts and Warningxategory.

2.4 Challenges in thetraditional definition of Alerts, Warnings and
Announcements

The above CERT/CC definition has some challenges that we will addressgimdgisn order to
provide improved and updatedoodpractice:

1. Wlerts and Warning3are always referred to togethéTheyappear to be the saméhing,
but whythendza S G662 62 NRaK [ 2 2uséof e téris, itds dehrahdza / 9 w (
different people have given different meanings to these wotuls there is neither clarity
nor uniformity in those approaches.

2. Wlerts and Warningdare marked as reactive servicéBnnouncement§as proactive. Alerts
are sent out#s a reaction to the current problem to notify constituef@$ut some of those
constituents may not have the problem (yet), and thus the alert is proactive for them. And
by contrast an announcement can be aboltewly found vulnerabilitieQg but these are
rarely found in a lab but rather in real life, and thus wéte2 Y'S 2 y S Q &nlrdatiyHrost S Y
would make the announcement also reactiie. the context of this guide we considtdre
split between proactive and reactive servi@sot hepful for clearly defining the concepts.

3. In the definitions of both types of services, the wokddvisorieQHlertsand Warning<are
mentionedsynonymously, which does not adddtarity.

Section 3will propose a solution to these challenges by repig the timedependency inherent in
proactive versus reactive, by a rissed approach. We will use the same terms and essentially the
same ideas, with the addition of the important conceptgkQ

2.5 Basicprocessfor Alerts, Warnings and Announcements

The following process concepts need to be taken into account when assessing alerts, warnings and
announcements:

1. Information collection: what sources of information are used and assessed.

2. Risk assessment: informati@md itssources need to be assesdeefore it may be sent out
as alert or otherwise. The perceived risk to constituents will be essential in this process.

3. Disseminationimportant information will need to be disseminated to the right constituents,
using an effective communication mechanism.

4. Feedback: what do the constituents do with the informatibey receiv® How effective is
it? What lessons can be leaft

® Seehttps://www.enisa.europa.eu/activities/cert/support/guide

" Seehttp://csrc.nist.gov/publications/nistpubs/80G 1rev2/SP8061rev2.pdf(pp. 18¢19)

8 There is no clear reason why they are always grouped together. This seems to have started with the CSIRT Handbook
http://www.cert.org/archive/pdf/csirthandbamk.pdf and then continued from there.
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These concepts form a logical process, as outlined irfitjuge below. In section3 good practices
are provided for alfour steps d this process for alerts, warnings and announcements.

Infermation Collection

Risk Assessment

Dissemination

Jd

Feedback

Figure 1: Process of assessing alerts, warnings
announcements

2.6 Scopdimitation

In thisgood practice guide we limit ourselves teon-automated generation of alerts, warnings and
announcements.

This means that the automated handling of e.g. the output of automated sensoist isicluded
here. Examples of such sensors are IDS sef&@ssive DNS Sens8iand Honeypots ¢ many
CERTSs alssubscribe to managed sensor serviced/hile is true that many of the concepts and
ideas inthis guide will also apply to automatesiource handlingand alertgeneration these are
separate topics and afeandled inseparategoodpractice guide™.

° See e.ghttp://en.wikipedia.org/wiki/Intrusion_detection _system

" See e.ghttps://security.isc.org/Passive DNS_Sensor FAQ/

" See e.ghttps://www.shadowserver.org/wiki/pmwiki.php/Information/Honeypots

2 As for examplérom Team Cymru or Shadowser Foundation

2 For more best practice guides séxtps://www.enisa.europa.eu/activities/cert/support
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3 Alerts, Warnings, and Announcements: Best Practices

3.1 Maintypes of Alerts, Warnings and Announcements

In a survey among European CERTS, the following types of alerts, warnings and announcements
were identified ¢ and they are presented here in order of decreaspmpularity, with security
advisories being issued by 64% of all respondents, and security bulletins by 29%. In the second
column we give some examples and additional information:

(Security) http://www.cert.org/advisories/

Advisories https://www.ncsc.nl/dienstverlening/responsep-dreigingenren-
incidenten/beveiligingsadviezgibutch)
http://cert.europa.eu/cert/newsletter/en/latest Security%20Bulletins _.html
https://www.cert.fi/fen/reports.html
http://tools.cisco.com/security/center/publicationListing.x

Early Warnings | In general used for automated warnings, see e.g.
http://dashboard.arakis.pl/en/index.html

http://www.carmentis.org(in German)

Automated warnings are out of scope for this guide.

Warnings In practically all cases not published under the bartarning€alonebut in
conjunction withdlertsQ
Alerts http://www.csirt.gov.sk/img/infobrochureeng.pdf

http://govcert.bg/EN/Pages/Securitydits.aspx
http://ics-cert.uscert.gov/alerts

Notifications None found online. Apparently teams use this word more in the generic sef
than as an alert type.

Announcements | http://www.us-cert.gov/announcements
http://www.restena.lu/csirt/ENCSIRTservices.htifmhentioned undethcident
coordinatiorQp

Also this term is mentioned in many 12850 CERT descriptions online, like e
http://www.dfn -cert.de/en/rfc2350.html(under 5.1.2)

Headsup None found online. Apparently teams use this word morthangeneric sense
than as an alert type.
Newsletters http://www.qcert.org/services/securitynewsletter

http://cert -mu.gov.mu/English/Pages/NewsLetterSubscription.aspx
http://www.ssa.gov.za/Portals/0/SSA%20docs/CSIRT/2012/ECS
CSIRT Newsletter Issue 2 2@H2.

Security Bulletins | http://www.auscert.org.au/render.html?cid=1
http://technet.microsoft.com/enus/security/bulletin
Appleuses\8ecurity updategas a variety:

http://support.apple.com/kb/HT1222?viewlocale=en_US&locale=en_US
Table2: Types of alerts, warnings anghnouncements

The conclusions from the survey (s&enexA) and online researchith regard tothe types of alerts
are as follows
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f  The most commonly used alert types, which can also be found oalig®:

O O O 0O

(0]

Advisories
Warnings

Alerts;
Announcements
Newsletters
Security Bulletins

1 All types of alerts are used both in a proactive and a reactive sense. Therefore the
classificatiorinto a proactive or reactiveerviceis not useful to identify the type of alert.
1 Many CERTSs publish information in their native languadis means that the typology used

here

does not literally apply, although the terms used are usually direct translations.

3.2 Process for Alerts, Warnings and Announcements

The basic process for alerts as described in chapter 1 can be more detailed amliklpdhke figure
belowfor most CERTSs. The four basic steps of this pr@reskescribed in subsequent paragraphs.

“\garly warningéhave been left out as these are used for automated warningstwéie out of scope here.
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3.2.1 Information collection

Alerts, warnings and announcements all depeathpletelyon the collection of useful information
from good and reliable information sources. Each CERT neett®tse the type of information to
collectandthe sources of that informatiorandto assess thenformation gathered

Choice of information List of observed Information value

distribution channels

sources A assesment

WCERT
advisories/bulletins

wendor advisories
wmailing lists
wforums

CWWW
wlwitter
wpnline news

wnewspaper /
newsktter

wdentity
wmportance
weliability

wjormat standards

usecure channels
J

Figure3: Information collection process

1. Choose the types of information channels the CERT wants to take into actuenet.are
many electronic channelgncludingthe Weh email, Twitter and otheronline news) but also
paper ones (newspapers, magazinasylother mediasuch agelevision.

2. List all the sources that need to be scanned from the information channels chagertial
list of sourcesncludes
a. Other CERTrdvisories/bulletins
b. Vendoradvisories
c. Mailing lists/forums (e.g. fulldisclosure, bugtraq)

d. Security portals (e.g. thehackernews.com)

3. Assess the various information sources using the following steps for each source:

verify identity,

rate importance

rate reliability;

rate defaultconfidentiality,

usage of communication/format standards

usage of secure channels if needed

~0 Q0o

Step 3 is detailed below, followed by an example of a source list.

3.2.2 Verification ofsource identity

First, default sources need to be identified. Timast be doneproperly and asthis is not a time
critical serviceit can be done thoroughly. It is essential to know for sure that the content/
information provided by a particular source (vendor portal, IT security news portal, forum, mailing
list) actually comes frorthat source: it has happened that aletiaveturned out to be a hoaasthe
described hack or exploit neveok place
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If a source is important, a relationship needs to be @get(meeting in personPGPkey exchange
etc.) and if possible, some form bfoU orsubscrption to their serviceshould be madeA re-check
must be conductedegularly at least yearlyor more frequenty when necessaryThese kind of
relationships are especially important inside the CERT communitghiteé communicating with or
between experts.

For¥pontaneoussources (nothe set ofdefault source$, use the following generic means to verify
its identity:
1 Ask peer CERTs (including the national or government CERT) and/or Law Enforcement
nationally through existing nationabnnections
1 Ask peer CERTSs internationaliaIRST and TI mailing lists, IRC channels of FIRST. and TI)
1 Use own information gathering3pogle whois etc.)
 IfneededOl ff (GKS a2dz2NOSX dzaAy3a | 3ISYSNRO LIK2yS
number someone sends you in an email)

ask CERTs b Google and

verify source
ask CERTs b (e.g.
channels anonymous

SOURCE phone)
VERIFICATION

Figure4: Activities for source verification

If the identity remains unclear, discard the information, unlessdf great importance. In tht case,
wait for another more trustworthy sourceralo your own research to find out if the information is
true or false. You can do technical researemulation etc.¢ and also get in touch with vendors,
including Ati-Virusvendors and other security researchers.

3.2.3 Importancerating

Thefact that CER usually have very limited resourcesquires them toa prioritise the incoming
information (since there areaot enough resources to monitor large number of sources Having a
source importance ratingnakes it easieto focusonly on important sourcesvhen under duress.

The importance of an information source for your CERT mostly depends on whether this source
offers information that is useful for your constituen@nd the main parameter here is the harare
and software which is useoly the members ofhis constituencv For instance, if your constituency
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uses Microsoft productsJavabasedor software from Adobe, then clearly the most important
sources to monitor are Microsoft Security bulletinadvisoriesOracle Java®and Adobe security
advisories®.

If there is more than one source for specific products, another mechanism for rating of importance
needs to be used We propose the following additionahethod to rate the importance of
information sources

Sourceimportance rating Characteristics

Important Most other CERTSs receive and process
information from this source

Fairly important A fair number of CERTSs are receiving and
processing information from this source

Unimportant Few or no CERTSs are using this source

Table3: Source importance rating example

3.2.4 Reliability Rating

The reliability of sources can beodelledas follows:

Sourcereliability rating Characteristics

Reliable The information from this source can be used
and reused without doubting its reliability.

Fairly reliable This information source can usually be trusted

but a basic check needs to be done on each
incoming reportc such a check can either be
done Y the lalKby re-creating the situation
described and comparing results, or by
communicating witrexperts from other CERTS,
security providers/vendors, or researchers.

Unreliable The information from this source caat
generally be relied upon, sbneeds to be
thoroughly checked when of interest.

Table4: Source reliabiliy rating example

CERT work is not always routine work and the stakes can be high. So even when information from a
reliable source comes in, you still need to do a quilusibilityOK SOl ® LF gKIF G @2dz
make any sense, stop the process, discard the information or get in touctihgitource first. The

human factor always plays a role and thus errors and oversights do happen occasaweallgt the

highest levels oprofessionalismand dedication. Another possibility is thasecure channel you use

for this source may have been hackéd a matter of principleniCERT work, it is good to always

keep areyeout for the unexpected.

3.2.5 Defaultconfidentiality rating

It is impotant to establish a default confidentiality rating for sourcddany CERTs use the
Yhformation Sharing Traffic Light Proto@8TLF to rate confidentiality(see Table Sfor a summary
in the contexj. A public news source like a website, opeailing li$/ forum or Twitter is by default

' http://www.oracle.com/technetwork/topics/security/alert086861.html
'8 hitps://www.adobe.com/support/security/
7 http://www.terena.org/activities/tf-csirt/publications/ISTL-R1.1.pdf
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WHITE in ISTLP terms and needs no further attentionfidentialitywise'® However a direct
communication channel from IT vendor experts, peer CERTS, or from high up in a ministry, may be
AMBER (or sometimes even REDJIFLP terms, and this is essential to know.

Default Confidentiality Rating Characteristics
(ISTLP codes)
WHITE This information ipublic.

This information may bé&eely spreadwithin
your constituency and to relevant othetsyt
not made public

AMBER This information may only be spread omeed-
to-know bags within a particular team

This information igor your eyes only

Table5: Default confidentiality ratingg ISTLP codes

about the above table refers tdefault confidentiality ratings for a given information source. The
confidentiality of a specific report can of course be different: in general the rating by a reliable
sourcetakes precedencgf a source gives out a report as AMBER, then it is not dedsildistribute

it as WHITE or GREEN unless the source allovsrniare detailed explanation of ISTLP will be given
in chapter3.5.3

3.2.6 Assessommunication/format standards

Find out if your source uses any standard formats or communication methods, like the ones
described irsection3.7 below. Make sure you can comply wittem, or otherwise ask your source
for alternative feeds, or easy tools/scripts \arsethe information they supply.

3.2.7 Securechannels

For critical source¥ a secure channel needs to be created. Protocols like https, imap an8 pop
provide confidentialityand integrity, but you may need to rely on X.509 client & server certificates,
PGPkey exchanger other means to achieve sufficient erid-end security. Remember that for
secure communication you need to ensure the following thisstors

=

Availability: the channel works when you need it

Integrity: the information passing the channel cannot be tampexéd.

3. Confidentiality: the information passing the channel can only be read by the appropriate
parties

N

'8\t is, however, still useful to classify such sources for confideittial for instance not all mailing lists are WH|BEsome mailing lists
have restricted membership. Also, not all web portals are WklBdine can only be accessed via uid/pwd or via persaathX.509 client
certificates.

91n general aource where importance, reliability and default confidentiality all rank high
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3.2.8 Example okource list

The following serves as a preaffconcept example for a source list including theee ratings. This

Alerts, Warnings and Announcements

list is subjective, inaaplete and for illustration purposes only.

Information source Type Importance Reliability Default
Confidentiality

gzps://www.adobe.com/support/securl Application Important Reliable WHITE
http://technet.mlcrosoft.com/en os Important Reliable WHITE
us/security/advisory
5N} 32y Q& bSgaocoedsSs E:\?viral Security Fairly Important | Fairly reliable GREEN

. . OS, Routing, .
Security bulletins fromagur n/g CERT Application Important Reliable AMBER
Twitter feed from a_re_nowpedsecunty os Unimportant Unreliable WHITE
researcher specialising kriinux (but useful)

) L ) Fairly reliable
Headsup confidential information from SCADA Important (reliable but often | RED
your SCADA vendor o
still in test phase)
o OS, Routing, o . .

Bugtraq mailing list Application Fairly important | Fairly reliable WHITE

Table6: Some information sources and their ratings

Source lists can become quite extensive. NAIE@@r instance scans over 1,000 sources, from closed
mailing liststo public websites toTwitter feeds and other social media, using their TARARIS

TARANIS is discussed below. A50Ofist of Englishpublic sources is providad AnnexB.

3.3 Monitoring emerging sourcgof information

Other sources of emerging informationinclude Twitter”, IR Pastebif®, Internet forums, etc.
These sourcebavebecome very popular for both sides of cyber condlicicyber criminalson one
handandsecurity specialistincluding CERT starffi the other hand

Very often this information is ndiased onPaddresseswhichare a most importantdatasourcefor
CERT¢o0 identify attacking or victim systems$viore and morerelevant information is conte-

specific thus working with the constituencyequires a better understanding of their technical
environment as well as methods of attaaelgainst their systemdf, for example,a CERT provides
services fora particular orgamsationthat is an owner ofa systemABC128and the name of this
system is specific and unique, then the CERT needs to start active monitariall information
related to the systemo f A 1S a2 S KI O]l SR ! . /[ Ther® dre dkihdyindny 2 y
examples of successful usagfesocial media in tracking criminals:

% For more information on TARANIS: httphitps://www.ncsc.nl/english/servicesficidentresponse/monitoring/taranis.html
To contact NCSC about TARANIS or other subjects, please use the contact form on their website:
https://www.ncsc.nl/english/organisatin/contact/contactform.htmi

# See www.twitter.com

2 hitp://en.wikipedia.org/wiki/lnternet_Relay Chat

2 hitp://pastebin.com/

Pagel4

LJI


https://www.adobe.com/support/security/
https://www.adobe.com/support/security/
http://technet.microsoft.com/en-us/security/advisory
http://technet.microsoft.com/en-us/security/advisory
https://www.ncsc.nl/english/services/incident-response/monitoring/taranis.html
https://www.ncsc.nl/english/organisation/contact/contactform.html

x i L Alerts, Warnings and Announcements
Best Practices Guide

November 2013

Ny ever aren't they? | slmost feel ke 3 chump for enjoyine

gainst p whio did nothing wrong, now letting one of

Figure5: Hackers' forum screenshot presenting discussion about the types of data which hackers stole fron
(New York Times online servicéttp://bits.blogs.nytimes.com/2011/04/28/hackersclaim-to-have-playstation-
userscard-data/?_r=0)

1 two men were identified as criminals who attex Amazon, EBay and Priceliria DDos
They werecarelesshd NI 33Ay 3 | 62dzi GKA A Tlafdshagegaldtef 2yt Ay
information about various attacks and stolen credit catds

9 hackersdiscussed break activity into Sony PlayStation Network athke credit card
numbersthey had stoleron an underground Internet forufi

3.3.1 Twitter channel

CurrentlymanyCERT teanmaintaintheir own Twitter channelto reach out to their constituency
DY) We respond 1o major mcidents, analyze Twitter is also a source of informatiofrom individualsor groups
threats, and exchange critical cybersecurity . .. .

mformation with parners srouna e werle.—— @DOUt hacking activity on the internefhesecan be valuable sourse
&3 AusCERT of information forother CERTas well. The mainchallengeis to set

AusCERT - Australia’s premier CERT team. ] .
up an effective methodo constanty monitor these sources.

CERT SocieteGenerale
Computer Emergency Response Team /

Security Incident & Cybercrime handiing Twitter channels becomenore and more importansources. Beside

JOIN US NOW! . .

cert.societegenerale.com/joinusnow!.html CERT TW|tte|’ accounts, hacklngrelated Chann8|S should be
certhr g::‘t:obt;e Estudos, Resposta e Tratamento monltored For determlnlng thesekeywords related to haCkIng

de Inaidentes G2 Sequranga 1o Brasi. activitiesneed tobe used A good start is thdollowing proposedlist

mantido pelo NIC.br, do CGl.br. Favor enviar

noteacaes parmcertteer of keywords, which are of relevance at the time of writing of this
Ex %Eiﬁg%i;nm;cnm migsion, document ¥WnomQ4ango dowrQWpsQWorruptQEr3vQWyberwarg

/ LEXSI Group: Audit, Consulting, CERT & . . . . .

Tainng ’ Another idea is touse geographical location names tietermine

5 information relevant to a spefic constituency and/or countrylike

o paiees e apia hispans. the WAnoninPolanfuser channebn IRC.

vulnerabilidades y mas.
ieco | INTECO-GERT Anothergood attempt to findrelevant information is following some
(cert) Centro de Respuesta a Incidentes

Ees intormaticos para Empresas, Profesionales  SPECIfIC  tweets Prelated to periodic hacking activities, e.g.

de Tl e Infraestructuras criticas

Figure6: Twitter channels of chosen CERT teams

2 More: http://arstechnica.com/securig/2012/07/hackingduc-chargedfor-amazonddos/
% http://thehackernews.com/2011/04/completdrc-chatof-playstation.html
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HOp[somethingtype of operationsThese names (e.g. #OpUSA, #OpBankseters, etc.) can be used
to constantly monitor the most important facts tfoseactivitieson the Internet.

For more permanent and moreffective Twitter monitoring the Twitter API is available on the
Twitter websité®; it can be used to manage tweetssstipulated inthe ENISA CER@&ining scenario
Ydentifying and handling cybarime trace€¥’

3.3.2 Monitoring emerging sourcesg keyword definitionsrules

As mentioned,t is very important to develo@nd maintaina good list of keywords which will be
used for monitoring and detection. In practice there are two sources of keywords:

9 the setderived from parameters defininidpe constituencyThese types of keyword are naturally
very organisatiororiented andinclude for example names afystens or of particular persons.
Ideally these keywords afgoposed by representatives of the constituency.

1 the set developedand maintainedby the members of theCERTWwhich pop up during regular
monitoring activities as relevant

To provide some simple examples:

usage of thename ofa particular organisationfor exampleENIS&br WhisLargeCompaty
translationof wordsinto English from local language, li#gencylinstead oftlgencj#&ln Polish)

IP addressesr AS numbers

domain name of the monitored organisation or part of the constituency, édnisa.europa.eQ

or Wuropa.e

1 words usually used when information about successful attack are issuedtargo downQ
HownedQHacked If local language words are also often used in such situation, they should be
added to the set.

T
1
1
T

3.3.3 Monitoring IRC channels

Another method of obtaining relevant information is monitoring of IRC channels. The problem in
fulfilling this task is that it is very time consumjnghichrequires automation

In using automatin, the most dangerous aspect is the possibility ‘#hlse positive® of
misidentifyinga person or an organisatiowho are for exampleonly present on the channel
(undercover)to carry out monitoringo discovercriminal activity

Theissue of workingindercover is too complex to be tacklédly in this guide, but some basic ideas
to cover the real identity of a person in an IRC channel are

1 to use anonymisation of th@etwork connectivity (e.g. wittthe TOR service). The IRC
channel can be reached anonymously by executingdirdfy Qcommand which is a part of
the Wr{package (Ubuntu and Debian distributions). If we want for example to usé.imssi
client the following command should be executéatify irssj
i to periodically make &Human interactionQon the channel in order to be recognised as
trusted party,and not as a monitoring bot
f to periodically share potentially valuable informatiorvalusble from a ONR YA Y| f Q&
perspective)This is tricky, ashisinformation (Heacon§ should not bring a real value and
for example could be rpublished from other public sourcks

% https://dev.twitter.com/
7 hitp://www.enisa.europa.eu/activities/cert/support/exercise
2 https://www.torproject.org/
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3.3.4 Internet forumsand repositories

Other interesting source of information are Internet forums and repositories.Services where
anonymous users can post telxdsed information withouexperiencing problems subsequentye
becomingmore and more interesting for monitoring and investigations. The most widely used
services havealread/ been mentioned: pastebin.com.Originally created in 2002 fosharing of
sourcecode it hasalsobemme a very popular repository fquostingthe result of hacking activities
such asthe results of compromisingpopular services, of scanningctivities data leaked from
attacks, etc.

It is possible talso automate monitoring ahese servicedyy usingfunctionsbuilt into the services
or by usingthird party solutions likepastemorf®, which isbasicallya script which runs as a daemon
on Unixlike systens and monitors pastebin.com for interestingostings based on regular
expressions. Found informatiaan besent to syslog.

3.4 Riskassessment

Once the information sources have been listed and rated, the information gathering can start. Each
time a piece ofinformation (referred to asteportQbelow) comes in, it needs to be individually
assessed to dcover the relevance for the RE constituency, how important the report is and how
urgent it is to act. This assessment is generally based on the folloadtuyd:

a. The report source raigs discussed isection 32.3.

b. The urgency of the repart

c. The initial risk assessment of the provider

d. The severity in terms of direct potential impact

e. The threat in terms ofhe loss ofeputation, customersor money.
f.  The ype of constituency potentially impacted

These factors can be taken into account by introducing the concept of risk assessment. Risk is
generally defined a$frobability multiplied by impactQ This means that the risk involved with a
certain event is the chance that that event will ocamyltiplied bythe impact of that event when it
occurs. An example of a team ish usesHiskias a deciding factor is NGRC*

Risk assessments are donenimmerous ways, varying from dowao-earth and simple to advanced

and complicated. For the sake of our argument we will first describe a straightforward example
where bothprobability and impact are qualitatively assessed and given a value of 1, 2 orh31 wit
being low and 3 high. This then leads to the following table, including a proposal for a simple severity
rating:

 https://github.com/xme/pastemon
% https://www.ncsc.nl/
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Probability Impact Risk =Probability x Impact* Severity
(Chance)
Low (1) Low (1)
Low (1) Medium (2) 1 or2=Low Low
Medium (2) Low (1)
Low (1) High (3)
3 or 4=Medium Medium
Medium (2) Medium (2)
High (3) Low (1)
Medium (2) High (3)
High (3) Medium (2) 6to 9=High High
High (3) High (3)

Table7: Severity rating example

Themajor strengthof this approach is itsimplicity Much time can bevastedin highly detailed risk
assessments and the results often do not justify the effort.

Both probabilityand impact do depend othe constituencyg for instance if a constituent doesiot

usea specific piece dfoftware, then the chance of a compromisetloét softwareis clearly zero for

that constituent. However, many CERTSs, and especially natiag@lernmental CERT,steams for
national research networks or for multinational conmi@s often have #argevariety of applications

and operating systems in their constituenaypany of them (33% of the teams in the survey we
performedSeeAnnexA) just send out all alerts to all constituents and leave the applicability to their
constituency to decide. Of course it is necessary to make clear what products are concerned, so that
such a decision can be fairly simple.

The next two sections give examples of commonly usednore elaborate risk assessment
approachesSection3.4.3 then answers the questiort bw relevant is thisfor whom, and how is
the information tailored based on risk and target audiefice

3.4.1 Common Vulnerability Scoring System (CVSS)

The intention of CVSScreated by NIAin 2005and now maintained by the FIRST comntyuris

to create a global framework for disclosing information about security vulnerabilities. CVSS has since
been widely adopted by venddfsvho use it to rate their vulnerabilitie¥ CVSS calculators are
available onlin€® Thescoreshave arangeof 0 (kast severe) to 10 (critical).

The CERT community outsidevendors has been slower in adopting CVSS. In our survey only 1 in
10 teams used it, whereas over 80% mostly relied on human expertise for risk assessmeiBUCERT
is an example of a team that LBEVSS scores in most of their advisdies

* This definition of risk is common. See dtp://www.mitre.org/work/sepo/toolkits/risk/StandardProcess/definitions/occurence.html
%2 http:/Avww.first.org/cvss

% http://vww.dhs.gov/nationatinfrastructureadvisorycouncil

3 http://www. first.org/cvss/eadopters

% see e.ghttp://www.oracle.com/technetwork/topics/security/alert£086861.htmiand click on anypatch update&or
http://www.iss.net/threats/ThreatList.php

* see e.ghttp:/nvd.nist.gov/cvss.cfm?calculator

%7 http://cert.europa.eu/cert/newsletter/en/latest Security%20Bulletins _.html
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TARANIS &n information processing todeveloped by NCSL specifically to manage the process

of creating useful alerts based onnaultitude of information sources®In our survey, 3 out of 10

teams used the TARANIS rating instead of CVSS. Now TARANIS is partly based on CVSS but the
objection of the TARANIS developers towards CVSS is that the latter obscures the difference
between probability and impact and puts theesults in only one score. TARANIS, as you will see
below, has chosen to keep chance and impact separately visible.

Even if you chose not to use CV3Syourteam, you need to be aware of how it works and what the
scores mean, as it is certainly a curr@méctice for vulnerability rating, adopted by many vendors
and security providers.

3.4.2 TARANISisk assessment

The risk assessment used by NG&Ein their TARANIS tod also widely usedyy teams in ateast
20 countries as per September 2013. It serassan excellent example how to approach this
challenging areal'he toolis availabldor CERTs on requesbm NCSINL

The TARANIS risk assessment matrix is a Ipgidynaticcombination of various approaches, taken
from CVSS, USER’ SANS Internet Storm Centtand Microsoft*

They use two matrices faisk assessment, one for chance, and one for impact (which INCSC
refers to asdlamage&but we will stick withthe term YnpactChere).

Thechance matrixs as follows:

Question Option 1 Option 2 Option 3

Is the vulnerability present in the No 1 | Unclearlyes 3 |-

standard configuration/installation?

Isexploit codeavailable? None 1 | Proof of Concep| 4 | Exploit 6
(PoC)

Are technical details available? None 1 | Somewhat 2 | Full 3

Required access? Physical 1 | LAN/immediate 4 | Internet 6
vicinity

Required credentials? Admin 1 | User 2 | None 4

How complex is it technically tq Complex 1 | Average 2 | Simple

exploit the vulnerability?

Is user interaction needed? Complex 1 | Simple 3 | None 4

Is the vulnerability being exploited irf No 1 | Limited 2 | Large scale

the field?

% Seehttps://www.ncsc.nl/english/services/incidentesponse/monitoring/taranis.html

% https://www.ncsc.nl/binaries/nl/dienstverlening/responsep-dreigingeren-incidenten/beveiligingsadviezen
toelichting/1/Inschalingsmatrix.pdthis is in Dutch and not available in English publicly, but we provide translated versions of the relevant
parts here vith the kind permission of NCS@

“0 http:/Avww.kb.cert.org/vuls/html/fieldhelp#metric

“* http://www.sans.org/newsletters/risk/

“2 http://technet.microsoft.com/enus/library/dd632949.aspx
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Is the vulnerability expected to bg No 1 |Yes 3 |-
exploited soon, or will an exploif
come out?
Availability of solution? More than 2|1 | Lessthan 2 monthy 2 | None 3
months

Table8: TARANIS risissessmeniodel ¢ chance matrix

Points for all questions need to be added Ojhe'€hancerating(ls setasfollows:
T Low: 10¢18 points
1 Medium: 19¢27 points
1 High: 28¢38 points

Second stejis theimpactmatrixo NEBFSNNBR (2 | &: WRFEYF3ASQ o6& ¢! w! blL

Question Option 1 Option 2 Option 3
Low Yes,
Denial of service? No Low | Yes, client infrastructure
service
Medium i
Execute arbitrary code? No Low Yes, user \_(es, Sl ee:
rights rights
Remoterights (remote No Low Yes, remote Medium Yes, remote
shell/root shell)? shell root shell
Ach_ure local admln/root rights No Low | Yes Medium | -
(privilege escalation)?
Information leakage? No Low Yes, sys_tem Medium | Yes, data
information

Table9: TARANIS risissessmentmodel ¢ impact matrix

The impact follows directly from this table as the highest registered answer in terms of low, medium
or high.

TARANISharacterses reports/vulnerabilities by a severity typology like lemedium, where the
first term stands for chance and the second for impactstgsulatedin Table 10 Thistypologyhas
the advantage that noWlveragin@occurs, and that anyone who reads disseminategorts
immediately getghe idea of both the chancand the impact. NCSBL uses thiprobability-impact
rating on their website with advisori€sand in the advisories themsely&thy means ofcolour
codinglike the oneused in Table 9

In Table 10wve added a fourth column, which TARANIS does notqibat is compliant withTable 7
where both forprobability and impact lowequals tol, mediumto 2 and highto 3. This makes it
easer to order the severity ratings in order of increasing risk (1 to 9). Wieasee then is reflected
by some teams using TARANIS who choose to ignore issues witlg2isthdt is lowlow, low
medium and mediurow. Obviously issues with risk 9, severity Higih get top priority!

“® hitps://www.ncsc.nl/dienstverlening/responsep-dreigingeren-incidenten/beveiligingsadviezeonly in Dutch
“ For instance this highigh advisory (in Dutchittps://www.ncsc.nl/dienstverlening/responsep-dreigingenen-
incidenten/beveiligingsadviezen/NC20130285+1.01+Kwetsbaarheden+in+McAfee+ePolicy+Orchestradretpen.html
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Probability Impact Severity Risk =
Probability x Impact

Low Low low-low 1

Low Medium low-medium 2

Medium Low medium-low 2

low-high 3

Low high-low 3

Medium Medium mediummedium 4

Medium medium-high 6

high-rmedium 6

highthigh 9

Table10: TARANIS risissessmeninodel ¢ the final calculation

3.4.3 Relevancy andailoring of the information
CKS FTANBROG ldzSadAz2y aaz20Al GSR 6AGK Fye& NARa]l Faacs

Or, in other words¢t Besthis risk pose athlei (2 GKS O2yaidAaiddzSyoeQa | aas
future? How likely is the threat to have negative effects? And what is the impact of éfilests?e

(Thesecond question iouldthis threatbe relevant for other CERTHE yes, then dissemination to
those colleagueshouldbe doneimmediately)

If the risk is relevant for the CE®Tonstituency, then a report needs to be tailored corresponding
with the risk.

As the survey shows @st teams consideronly two types of report One is the alert, advisory or
bulletin, which usually is the kind of information that needs immediate attention. The other is the
non-urgent type of report, bestharactersed as‘\HewslettelQlt is perfectly in ordefor a new CERT

to simply applythis approach, and use any of the report types identified as commaedtion 31.

However we alsopropose arisk-based definition of various types &isseminationy' S & K 2Weea Q
combined the CERT/CC definitions of alerts, warnings and announcements withktlassessment
ideas presented above. The easiest way to explain ribisbased definition is by means of the
following example, based on the various approaches presented above:
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Simple Severity (2.4) TARANIS Severity Report type
(2.4.2)
Low owmedium IGNORE or
. NEWSLETTER
medium-low
low-high
Medium high-low ADVISORY / BULLETIN
mediummedium
medium-high
High high-medium ALERT
high-high

Table1l1l: Recommendationdased on the TARANESsessmentisk model

The $hetricused in this table present a choiceand the specific choice is up to yamd your
team.” However the essential idea is to tailor the chosen report typeformat according to the
risk. Highrisk urgent issues get an Alerg the name itself alreadyuggesting urgencySecurity)
Advisory or Bulletin is the most commonly used name and has been retaineddneredium risk,
medium urgency reportd.owriskitemsare either ignored odistributed asnewsletter.

3.5 Dissemination
The final step in creatinglerts, warnings and announcements is to send them out to the
stakeholders. This process is called dissemination.

Potential stakeholders are:
9 Constituents/customers (external and/or internal to your host organisation)
9 Other CERTS, usually subject to scagreed pon information exchange schema.
1 In special cases: law enforcement / police
1 The worldimany CERTSs choose to make their reports available to the public)

For all stakeholder®ffective dissemination channels need to be identifi€tlis can varfrom email
and webpublishing, toTwitter or other social networksRSSeeds, butalso radio, television or
newspapers.

Each dissemination channel has its own demands, and it is outside the scopeguiidieito go into
details here. In the nexsection we will, however, outline what the most common forats of
dissemination(security advisory, bulletin or algrsent out via email or made available on the web,
should contain.

3.5.1 Thedissemination channels

There are number oflisseminationchannels which can be actively used by CERTs. The most
important are:
1 CERTweb portals ¢ a traditional channel forsecurityoriented information whichhas
effectively become theplace where the most important and reliable informatigissued.

“*E.g. do you consider lemedium and mediurow to be ignorable osuitablefor a newsletterc or does that already require an
advisory Is an alert only necessary for higigh, or also for mediurhigh and highmedium?
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Very often references topostings on the portalare disseminatedby other channels
afterwards

1 CERT mailing lists probably theearliestmethod of disseminatinginformation by CERTSs.
Nowadayamailing lists arestill used especially by groapf teams which communita with
each other.

1 CERT Twitter accountan increasinglyopularmethod ofdisseminatingCERT information.
Twitter is especially effective if a teamlso wants to be reached byother parties like
journalists as twitter allows two way communication

1 CERTacebook pageshichcan be quite effective in reaching constitugsthat need less
technical information, so it is effective fongoingbasic awareness progranes.

3.5.2

Basic information inside advisories/bulletins/alerts

A written security advisory (or Hetin/alert) should contain the following type of informatidAThe
shaded fields can be considered optional.

Title Title of advisory
ID Unique ID for advisory
version & Version and date of the advisory
Date
ISTLP code | WHITE, GREEN, AMBER or REBésten3.5.3)
Risk Risk e.g. in terms of simple rating (low, medium, high) or TARANIS ratinrg (low
medium, highhigh, etc.) or CVSS score
CVED CVHED(s}’ €ommon Vulnerabilities and Expos@ays associated with the
vulnerability
Application Vulneralde vendor application(s) / OS / app / etc.
Version Version of the application(s)
CPHD CPHD* @ommon Platform Enumeratiérag for application/version
Platform Operating system(s) and version(s) where the vulnerability occurs
Additionalinformation regarding software updates or increased threé#tis field
Update ) : . .
would be empty in the first version of the advisory
Summary Summary of the advisory
Short description of the potential available to an attacker who exploits the
Consequences I
vulnerahlity
Description Detailed information on the vulnerability and how it can be exploited
Solutions Software updates, patches, workarounds
Links Links to more information

Tablel2: Types of information in security advisory

“® Inspired byhttps://www.ncsc.nl/dienstverlening/responsep-dreigingeren-incidenten/beveiligingsadviezetelichting.html(in Dutch)

47

http://cve.mitre.org/

“8 http://nvd.nist.gov/cpe.cfm
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3.5.3 Information Sharing Traffic Light protocol§TLPcodes

The ISTLRhformation Sharing Traffic Light Proto@s widely used by CERTSs for classifying their
information;® and is supported and used by at least 100 CERTs in Etftbpalmost identical
wording the ISTLP is also used increasingly outside Europe, especially by nagiovedhmental
CERTs.

(Note: ISTLR/asintroducedin section3.2.5¢ but it was applied to the topic of the confidentiality of
information sourcesFulker details are given ifiable 13

ISTLP CODE | Characteristics

Information that is for public, unrestricted dissemination, publication, web
WHITE posting or broadcast. Any member of the Information Exchange may publish
information, subject tacopyright.

Information can be shared with other organisations, Information Exchanges ¢
GREEN individuals in the network security, information assurance or CNI community
large, but not published or posted on the web.

Limited Disclosure and regtted to members of the Information Exchange; thog
within their organisations and/or constituencies (whether direct employees,

AMBER consultants, contractors or outsourestaff working in the organisation) who hav
a NEED TO KNOW in order to take action.
Non-disclosable Information and restricted to representatives participating in 1
Information Exchange themselves only. Representatives must not dissemina
RED information outside of the Exchange. RED information may be discussed dur

Exchange, wherall representatives participating have signed up to these rule
Guests & others such as visiting speakers who are not full members of the
Exchange will be required to leave before such information is discussed.
NOTE that atthformation Exchand&an beeither in person, like a general FIRST 6€CERT
meeting of CERTS, or a meeting of a few teams together, but also an exchange in email or ov¢
phone or fax. The rules below apply to all of those. It is not an absolute recipe, but needs to be
appliedthoughtfully ¢ the ISTLP serves the purpose of bring more claiiity regard tothe rules of

information sharingand is not a goah itself.
Tablel13: ISTLP codes

3.6 Feedback

Whether information has been shared with a fellow CERNJ RA&aaASYAYylF 4GSR {2
constituencyit is important to ask for feedbadkom the recipient wherpossiblé

For smaller teams, the best time to evaluate feedback is usually during regular team meetings. For
bigger teams, evaluations may need to be@more formalised and have their own process and
manager.

However the evaluation works, make sure to driéssons learr®rom it and to implement any
recommendations based on that, right away or by adding them to the workplan for the next year.

This proess is not only important for the CERT, but alsd#&achthe constituency how taeact to
the alerts and advisories they get from the CERT. If you disseminate advisosieftvare-patches,

“9 http://www.terena.org/activities/tf-csirt/publications/ISTLR1.1.pdf
0 Supporting ISTLP is one of the accreditation demands of #@STRT Trusted Introducer: ge#ps://www.trusted-
introducer.org/processes/accredition.html
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you need toexplain toyour constituencyhow those patches shaild be appliedIf you disseminate
advisories on vulnerabilés, addresshow the constituencyhouldplan their vulnerabilitymitigation
procesdy providing workarounds or similar

The following examples of usefaddbackeriteriais not exhaustive:
I Reation time to the information
1 Speed of dissemination
1 Relevancy to the constituent
1 Content of the reports (clarity, wording, structure, risk assessment)
1 Relevancy of the risk assessment

3.7 Data formats and standards used in information collectione&change

Forthis surveya wide rangeof information exchange formats for different stages of the proceas
proposed receiving alerts, sharing & disseminating aleets. Howevermost ofthe formatsfound
were usedvery seldonor not at all

Information exchange schemas and standards:

EISPP/CM3I not used

1 CAIF not used

f VUIDEP used by 1 tear;

I Opensec ANML not used

 OASIS AVBL used by 1 team;

1 VEDE® not used

1 10DEF used by 1/4 of respondents
1 IDMEF® not used

91 FIDEF not used

1 SFDEF not used

Data representation formats (the information exchange schemas can be put into these
representation formats, e.g. IODEF can be expressed either in XL or in JSON):

1 JSOR used by 1 team
T XML used by most respondents
1 CSsv used by mostespondents

The survey shows that the most used exchange format by teams is IODEF. This is also due to the fact
that CERT incident workflow tools like RY#opt IODEF. Howevgt is not easy to use IODEF in a

®L http:/Awww.cert -ist.com/eispp/and http://www.cert -verbund.de/projects/cmsi.html

*2 http://www.caif.info

% http://jvnrss.ise.chueu.ac.jp/jtg/vuldef/index.en.html

* The standard will be replaced with the new 0g&ECDEFor additional informatiorhttp://www.secdef.org/ site should be monitored.
% https://www.oasisopen.org/committees/tc_home.php?wg_abbrev=avdl

% http://www.terena.org/activities/tf-csirt/vedef.html

57 http:/www.cert.org/ietf/inch/inch.html and http://www.ietf.org/rfc/rfc5070.txt

%8 http://www.ietf.org/rfc/rfc4765.txt

* http://www.json.org
€ http://bestpractical.com/rtir/
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generic way the standard is so richnd complexthat the only way taapplyit is by defining specific
use profiles. Iffor exampleRTIR uses profile A and another tool profile B, then it can safely be
assumed that they will ndve able tointeroperate. Thus IODEF is a complex standard, mosgtteas
use inside one platform, like RTIR. To use IODEF-meiksm requires defining the profiles in
advanceg or making translation filters per platform, with the risk of losing some information.

3.8 Supportingtools

There is avariety of tools for CERTsday which are used fahe automatedcollecion of data, like
for examplethe output of sensor networksCommonly knownare Abusehelpef' Megatron,
Carmenti& and n6°® Automated collection is out of scope for this guidewever it is possible that
for example Abusehelper wilbe further developed to work with nonautomated source datéhere
are a few community projects ongoing in that respet@tf)erefore these tools are mentioned here.

The only tool which was fully designed for the purpose served bygbdx practiceguide is
TARANRSfrom NCS@IL.

TARANIS is used by an increasingberof teams in Europe and worldwide. It is well documented
and maintained. NCSMLfor example useft to monitor more than J000 information sources, and
it is the processtool used for the risk assessments and disseminations that fellinve data
collection.(TARANIS sources and the risk assessment process has already been destoilegd

If a CERT needs to manage a considerable amount of information sources to use aiettiing
processthey arestronglyadvisedto see if TARANIS could help achieve their goals.

®® http://abusehelper.beand https://www.clarifiednetworks.com/AbuseHelper

2 http://www.dfn -cert.de/leistungen/forschung/carmentis.html

&3 http://www.cert.pl/projekty/langswitch_lang/en

® https:// www.ncsc.nl/english/services/incidemesponse/monitoring/taranis.html
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4 Gap Analysis and Recommendations for the Alerting Process

4.1 Gap analysis

4.1.1 |Inefficient use ofhuman resources in alerting process

The main weakness of the alerting process describesg:ation 3is the huge amount of information
sources. Asvas mentioned beforeNCSENL, in comparison a rather big teafaround 30 people)
checks more than 1,000 source=gularly Other, snaller teams willbe able to processnly a few
hundred sourcesor even lessTeams that consist only &3 full-time equivalentstaff members
(the absolute minimum number of staff ENISA recommends for national / governmental’GERTs
is practically impossieto process100+ sourcesln addition to that most teams process the same
information sources for rather similar constituenciesa huge overlap and inefficiency where
definitely synergies could be found!

4.1.2 Standards are underused

Another gapwe discovered dring the work on this guidis the lackin utilisation of standards. ISTLP

is widely known; generic data representation formats like X@xtensible markup languagahd csv
(comma separated valuesre of coursealsowidely used. CVSS, TARANIS, CVE REdf fairly
popular and well known; IODEF is for instance used by those who use RTIR as incident management
tool, as discussed above (seection 37). But none othese andother exisitngstandards are being

usedto their maximum capabilityin many caesrather than formalising information into categories

free text and Yut feeling assessmen@are used. Still, some degree of format/description
standardisation could reallgupport interoperability andcreate a better platform for automated
processesWith the increasing workload that CERTS f#lgis becomes increasingly important.

4.1.3 Lack ofautomation

Many CERTSs stithanage their core processesanually Automation of processes has only just
started to becomeinteresting Automated handling/ scanningof information sourcesog files
sensor output etc., will lead to significant time savings for CERAllsichare all handling increasing
incident and threat volumeddowever manual processing will always be necessary in many cases,
because new and modkfd threats keep turning up, and automated processes are usually not good
in spotting anomaliesHowever using automation as much as possible frees up time for experts!
They will have more timavailableto look for anomaliesndmore time to\¥onnect thedotsQ

4.1.4 Lack of(uniform) education

Many peopleactuallyworkingin CERTs andost ofthosewho joinateam have almost never been
educated for the work they are going to do. They are usually excellent systetwbrk engineers,
security researcherspr IT students, etc. But therare few courses auniversities or higher
educational schools that prepare for CERT wodt are there widely available courses specifically
aimed at this community. If such courses were to exist, they would no doubt alsomibathe
aspects of information gathering and alerting including automated processes, tools, etc. It would be
a great help if CERT members would come equipped with such knowledgsives in the area of
CERT education are from ENISA which can delamirgs to European national CERTs and from
TERENA with TRANSITS training modules.

% According to ENISAs Baseline capabilities for n/g CERTS, refer to the operational capabilities
https://www.enisa.europa.eu/activities/cert/support/baselineapabilities
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4.2 Recommendations

4.2.1 CERTSs should have hasedalerting process

The single most important recommendation isdeoid overlaps andtop doing the same things a
hundred times andnore over in Europeand create a shared alerting proceastead®® This would
ideally mean that a process like the one N@&QOmaintains for more than 1,000 sources, can be
distributed over a group of teams. Each team watches a subset of sources andssessments on
those ¢ very important sources can even be covered by a few teams, to create second opinions. The
results become available for the whole group of tearandindividualteams decide, based on that,

if and to whom they will disseminate. Fdetk and lessons learnt are collected per team, but also
shared in the group. The followirigiure visualises this process.

threat assessment = ==

Figure7: Shared alerting process workflow

LbChwa!
COLLECTION

Dissemination
categories

The idea of a shared alerting process is quite simiple,the implementation is not. The most
important caveats are the following:

1. The group of teams need toooperate coherenty and constructivey. Possible examples
inside Europe are:
1.1. TRCSIRT accredited or certified teafhi¥he TFCSIRT teams have a track record in
achieving projects like this. An example was the eCSIRT.net project which ran around
2004. It used TESIRT accreditation as starting point for participants, but added a Code
of-Conduct which is still of interesbday® for inter-team projects. Since those days; TF
CSIRT has added an optional certification for their members, with much higher demands
than for accreditation. Certification may therefore be an even more suitable starting
point for cooperation agreemestof the type suggested here.
1.2. The European Government CERTs (EGC)%roup
1.3. ENISA nationajfovernmentalmailing liss and expert groups
2. Language. Many teams disseminate information in their native langgagenetimes this is
even a legal requirement. If hower the information collection and risk assessment process
¢ as well as the feedback processould be done in Englisithen that would mean that

 We have not found proof that this haet been undertaken.
7 https://www.trusted-introducer.org/proceses/overview.htm|
8 http://www.ecsirt.net/service/coc.html

% http://www.egc-group.org
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most of theW¥ngin&Df this shared alerting process would be based on English as standard
language The deaion whether to disseminate to constituents could be taken by a specific
team based on the information available in Englisind their own database afonstituent$
needs and equipment and only after the decisiowastakenwould translation would need

to occur. We strongly recommend the use of English as common language whenever
possibleg this saves a lot of time and effort.

3. Tools and standards. ONE teath standardised inputand output formats I(ke for example
TARANISvould need to be used for thiprocess, and would probably need to be adapted in
some ways to support such a shared alerting process. And accompanying standards like CVE
and CPE need to be known and used in the same way by all participating teams.

4. Training. In order to do e.g. rislssessments in the same way in all participating teams, a
shared system of relevant training would need to be put in place.

5. Restrictedsources. Some local sources may be strictly limited to local or national use. These
would need to be treated separatelyr adequately shielded from shared sources, in order
to be able to guarantee sufficient exclusivity.

6. Sources only available in one language. Some sources are only availatdaegnageother
than English. These sources should be monitored by a CERT imativis language, and
other CERTshould get input from thateam.

4.2.2 InfoSec community shouldnpemote use of relevant standards

Promotion of relevant standards should be preceded by the procedestermining the mostuseful
standards. As it is not easy to agree on what standards are the mmeful some simple
methodology could be implemented to dhbis.

Methodologyphases couléhclude

1 This kind of process could start with the analysis of all taeédlin terms ofthe standards
implemented in them.

1 Then the evaluation of the standards should be done together with the standards authors,
tool developers and tool users.

9 Thanks to suchan approach a list of the standardsused together with some simpg
evaluatiors can ke created for all tools separately.

1 Finally the list of the most valuable standards (understood as these are widely used and
highly ranked) can be created. The possible criteatasuch evaluation could be standard
interoperability and readiness f@utomation process.

A”"ﬁ:'ﬁ/ e3|s gl Evaluation L'itg;% of Listing of
by authors, the most
sandards g g o elopers flmdll Standards valuable

for all tools
separately

used in

standards
tools

and users

Figure8: Promotion of standards process
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4.2.3 CERTSs should make increasse of automated processes

Regarding theautomation of CERT processes, especially thodevantto alerting, warning and
announcing activities, there swidegap between what particular teams are doing and what asher
know about it.A rumber of CERTs have developed their own tools and they use them actively and
successfullyn their environments wrking for theirconstituenciesFrom time to time some of these
tools are presented to other teams. It is definitely a very useful and valuable activity but if we want
to reach the next level auccessfubutomation of CERTs work we probably need somgutar and
developed programme to be implemented.

The simple idea is to promote thexchange ofinformation and best practicesn a regular basid-or
examplethe topic Hutomation of CERT wofkshould becomea regular part of CERT meetings,
training, work&iops and conferences. It islativelyeasy to reach at least some specific groups like
FIRST, TFCSIRT or ARCER™. This topic shouldppearin all Walk for papers/presenter® Alsoit
could become gart of team presentatios ¢ the formal (e.g. inhe TI repository) and less formal
(e.g. during CERT meetings).

Collecting many experiences frafme / 9 w ¢ Q d@n agt@nidtloncould result ina new framework
tool for CERTs, which will include all experiences and particular tdadsich solutios become
interesting for teamsthey carbe developedo include the idea of stable and constant updating.

4.2.4 Improve CER&ducation and make it mainstream

As there is stila problem in implementing general ICT security aspects in education progeam
the idea ofimplementing specific CERaducationseems even more difficult. Btiis does not mean
it is not possibleMany aspects of ICT security topielated to incident handlingre attractive and
could get the interest of studentslust as theCERT concéps very often a good solution for
implemening all security aspects in organisatiospecific CERTeducation could become a
important first stepfor studentsinto the world of ICT security.

Thus it is recommended that CERT officers, specialists andgerapaomote the conceptof CERT
educationwheneverthey are involved in education woek universities or other schools.

ENISA CERT training matéfiairther improves the education in this area by providing more than
25 scenarios ready to be used byitrers and teachers. The scenarios cover a walge of topics
like legal , technical and many more.

In practice the topicould be made relevant tstudents on almost all education levelerever
general IT aspects ardaught ¢ e.g. if thetraining is about code development topicsuch as
vulnerability handling and vulnerability disclosure could be mentioned.

It is evidentthat deep analysis of ICT systems is a very interesting topic for a lot of young people who
want to develop their technical slsllUnfortunately their skill development very often g®in the
direction of blackhat activities.One reasorfor this is that thereare no attractive alternative for

them to make their advanced skills practical. Thewolvementin CERIike work (e.g.computer
forensics or a network investigation) could jost such aralternative for them.

" http://www.first.org/

™ http://www.terena.org/activities/tf-csirt/

2 http://www.apcert.org/

"8 https://www.enisa.europa.eu/activities/cert/support/exercise
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5 Incident Response Best Practices

We have collected some incident response best practices in gb@gion plus accompanying
measures like incident classificatiohs all CERT services are closely interconnected with each other
(especially true for Incident Response and Alerting&Warning) this chapter aims at giving the reader
more background to understand this connection and to properly react to incoming reports.

5.1 Inddentresponse methodologie§CERT SG)

The most impressive collection of incident response practices that we uncovered are th& IRMs
(Incident Response Methodologies) of CERT Société GéRéraispired by SANS At the time of
writing this report, thefollowing IRMs were available, each in English, Russian and Spanish:

IRM -1: Worm Infection

IRM -2: Windows Intrusion

IRM -3: Unix Intrusion

IRM -4: DDoS

IRM -5: Malicious Network Behaviour
IRM -6: Website Defacement

IRM -7: Windows Malware Detection
IRM -8: Blackmail

IRM -9: Smartphone Malware

IRM -10: Social Engineering

IRM -11: Information Leakage

IRM -12: Insider Abuse

IRM -13: Phishing

IRM -14: Scam

IRM -15: Trademark Infringement

The example of IRNM3 on phishing is presented below. All IRMs@estructed in the same way.

5.1.1 Example of thancident response methodology phishing

The methodologygonsstsof six phases:

Preparation

In this phase the team prepes all relevant information regardinghe mitigation of the phishing
attack. Some importanaction during this phase are: establishing good relationship with relevant
stakeholdersdefiningprocedure, gathering information which will Imecessaryuring the phishing
attack, raising customeawareness

Identification

Identificationis the firstoperational phase in the phishing case response. The most impdtisngt
is to be able to detect the incident, determine its scope and start cooperation with all involved
parties as well as those who can asBisesolvinga problem .

" http://cert.societegenerale.com/en/publications.html
" http://cert.societegenerale.com/en/index.html
" http://www.sans.org
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Containment

After proper identification, it is time for incident mitigation. During this phase there are number of
actionrswhich shouldminimise the effects of theattack

Remediation

Stoppingthe attack is the next important action you should undertake. You contact the external
parties (e.g. hosting company where the phishing site is hosted or/and local CERT) and ask for
assistance in taking down thmalicioussite.

Recovery

During this phase yothsuld try toreturn to the previous functional state. Analyseanmore what
has happened and treat this analysis as a checklist for your actions.

Aftermath

This is youMésson learnsession.lt is especiallytime to consider changes in your technical and
organisational environment for better incident handling. Also it is timedflaboratewith the legal
department to decide whether the legal action is needed and what information you need for it.

PREPARATIO IDENTIFICATIO CONTAINMEN REMEDIATIO RECOVERY AFTERMATH
-r -r -r -r -r

Figure9: Phases of the phishing incident handling procedure

5.2 Otherincident response best practices

Thereare severalincident handling proceduse One of them is presented by
ENISA in itENISA Good Practice Guide for Incidavanagement.

Other incident response best practicesrth mentioningare:

9 National Institute of Standards and TechnolagyComputer Security
Incident Handling Guid&

The aithors assumed that performing incident response effectively is a complex
task and asuccessful incident response capability requires substantial planning
and resources. The guide providedviceon how to establish computer security
capabilities and how to handle incidergffectively.

f  SANS Institute A practical Social Media Incidentribook ®

This guide provideadviceon how to deal with incidents related to social media services such as
Facebook, Twitter, LinkedIn antbuTube These king of serviceshave becomenew security risk

for organisations and they are very often uskey attackers. The result of these attacks are data
breaches, phishing and DDoS attacks.

1 New Zealand National Cyber Security Ceqtidew Zealand Security Incident Management
Guide for Computer Security Incident response Teams (CSIRTS)

" http://csrc.nist.gov/publications/nistpubs/80-6 1rev2/SP80G 1rev2.pdf

"8 http://www.sans.org/readingroom/whitepapers/inddent/practicatsociatmediaincidentrunbook 34252 ?show=practicaociaimedia
incidentrunbook34252&cat=incident

79
http://www.ncsc.govt.nz/sites/default/files/New%20Zealand%20Security%20Incident%20Management%20Guide%20for%20Computer%2
OSecurity%20Incident%20Response%20Teams%20(CSIRTs) 1.pdf
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The governmental institubns issued ayuide for all types of organisations in New Zealarzh
tackling computer incidents. The guide was developed in partnership with CE®Jionof the
SoftwareEngineeringnstitute (SEI) at Carnegie Mellon Universityitisburgh USAand isused as

the part of supporting initiative for New Zealand National Cyber Security Strategy and the New
ZealandInformation Security Plan. It provides best practices anbasic framework for most
organisations establishing a security incident managemepilaidity or reinforcing an existing one.

f  Government of CanadaCyber Incident Management Framework for Can¥da

The purpose of this framework is to provide a consolidated natiapproach to the management
and coordination of potential or ocering cybetthreats or incidents. Particular purposes #re

1 To clarify roles, responsibilities, authorities and capabilities of stakeholders in the cyber
security community;

9 To set expectations of all stakeholders on what they should be prepared to do, and what
assisance they might obtain; and

1 To serve as a vehicle for improving the management of cyber incidents and promoting
coordination.

5.3 Incidentclassifications

As part of incident response best practices, CERTs need to be able to use a sensible and easily
deployable incident classificatianafter all, it is important that incidents (and threats of incidents)
can be put into at least some global categoiiesrder to indicatevhat the incident/threat is about.

After studying the sources, and especiallg BNISA Good Practice Guide for Incident Management
and the recently improved eCSIRT.net taxonomy, we concluded that the following two classifications
can be considered best practices:

1 The classification of the Latvian national CERT CERT.LV

1 ThelOyearold eCSIRT.net taxonomy which is still used by various teams in Europe, e.g.
CERT Polska, however in a revised version of early. 2018 revised version is 95%
backwards compatible with thildC@axonomy, however, some errorshave beencorrected
and a fav \HewCncident types like phishing have been added.

Both classifications amiscussedn the next paragraphs.

CERT.LV Incident Classification
The CERT.LV Incident Classification considtstgpes of Internet security attacks:

1. attacks on critical in&structure

2. attacks on Internet infrastructure, e.g. root or systéevel attacks on any Server System, or
any part of the backbone network infrastructure, denial of service attacks

3. deliberate persistent attacks on specific resources, i.e. any compromtisgh leads or may
lead to unauthorised access of systems

4. widespread automated attacks against Internet sites, e.g. sniffing attacks,\8tR@l
engineeringattacks, password cracking attacks

5. threats, harassment, and other criminal offences involimtjvidual user accaus,

new types of attacks or new vulnerabilities

o

% http://www.publicsafety.gc.ca/cnt/rsres/pblctns/cbnednt-frmwrk/index-eng.aspx
8 From the Gcope of the Cyber Incident Management Framehipter of the document.
# Thisclassification is ntongerused by CERT.LV. It is mentioned as a good examgteapproach to computer incident taxonomy.
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7. botnets, i.e. activities related to network of compromised systems controlled by a party
which is a source dhe incident,

8. denial of service on individual user accounts, e.g. mail bognb

9. forgery and misrepresentation, and other secuwnglated violations of local rules and
regulations, e.g.-enail forgery, SPAM and efc.

10. compromise of single desktop systems

11. copyright violation.
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Incident Class

Incident Type

Description / Examples

(mandatory (optional but desired input

input field) field)

Abusive Spam or "Unsolicited Bulk Email", this means that the recipient
Content not granted verifiable permission for the message to be

and that the message is sent as part of a larger collecti
messages, all having a functionally comparable content.

Harmful spech

Discreditation or discrimination of somebody (e
cyberstalking, racism and threats against one or
individuals)

Child/sexuallviolence/...

Child pornography, glorification of violence, ...

Malicious Code | Virus Software that isntentionally included or inserted in a syste
W for a harmful purpose. A user interaction is normg
orm necessary to activate the code.
Trojan
Spyware
Dialler
Rootkit
Information Scanning Attacks that send requests to a system to discover
Gathering points. This includes also some kind of testing processg¢
gather information about hosts, services and acco
Examples: fingerd, DNS querying, ICMP, SMTP (EXP
R CP T, pérj scanning.
Sniffing Observing and recording network traffic (wiretapping)
Social engineering Gathering information from a human being in a #echnical
way (eg, lies, tricks, bribes, or threats)
Intrusion Exploiting known| An attempt tocompromise a system or to disrupt any sery
Attempts vulnerabilities by exploiting vulnerabilities with a standardised identif
such as CVE name (eg, buffer overflow, backdoors, ¢
side scripting, etc).
Login attempts Multiple login attempts (guessing / cracking of passiso
brute force)
New attack signature An attempt using an unknown exploit
Intrusions Privileged accounl A successful compromise of a system or applica
compromise (service). This can have been caused remotely by a knoy
Unorivileaed new vulnerability, bualso by an unauthorized local acce
nprivilege account aiso includes being part of a botnet.
compromise
Application compromise
Bot
Availability DoS By this kind of an attack a system is bombarded with
DDOS many packets that the operations are delayed or the sy
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Sabotage crashes. DoS examples are ICMP and SYN floods, Teal
9 attacks and maibombing. DDoS often is based on D
Outage attacks originating from botnetdut also other scenarig
exist like DNS Amplification attacks. However, t
availability also can be affected by local actions (destruct
disruption of power supply, etc)) or by Act of God,
spontaneous failures or human error, without malice sy

neglect being involved.

Information Unauthorised  access Besides a local abuse of data and systems the inform

Content information security can be endangered by a successful accou

Security . ... .. | application compromise. Furthermore attacks are poss

Ufn'a?thon?ed modificatio that intercept and access information during transmis

ot information (wiretapping, spoofing or hijacking
Human/configuration/software error can also be the caus

Fraud Unauthorized use 0 Using resources for unauthorized purposes including pr
resources making ventures (eg, the use efmail to participate in illega
profit chain letters or pyramid schemes)
Copyright Selling or installing copies of unlicensed comuoiar
software or other copyright protected materials (Warez)
Masquerade Types of attacks in which one entity illegitimately assur
the identity of another in order to benefit from it
Phishing Masquerading as another entity in order to persuadasie
to reveal a private credential.
Vulnerable Open for abuse Open resolvers, world readable printers, vulnerab
apparent from Nessus etc scans, virus signatures nt- (
date,etc
Other All incidents which do nof If the number of incidents in this category increases, it i
fit in one of the given indicator that the classification scheme must be revised
categories should be put in
this class.

Test Meant for testing Meant for testing

Table14: eCSIRT.net classification schema
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AnnexA : CERT Survey Results

The survey took place in June 2013 and was targeted at theCBIRT community. Some general
characteristics of the results are as follows:

1. 21 CERTSs reacted.
2. Types of CERT constituenaiepresented:
1 43% research/NREN
1 33% national/governmental/CIIP
1 10% local government
1 14% finance sector

Type of CERT

14%

M NREN

M National/Gov/CIIP

M ocal gov
Finance
Figurel0: Types ofCERParticipating in the survey
3. Size of teams iRTHfull-time equivalents):
1 32% teams have-2 FTH<=3)
1 37% teams have-8 FTH>3 <=6)
1 21% teams have-62 FTH>6 <=12)
9 the remaining teams are 36 and FOE
# of FTE
10%
mi3
H3g
Hg12
»12
38%

Figurell: Level of employment in CERTSs participating in the survey
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4. The respondents have the followidgighest functiolnside their team:
1 32% is team member
1 42% is the head or coordinator of the incident response team
T He: Aa GKS GSFYQa 3ISYSNYIf YIEylrFr3asSN

Roles respondent

B team member
M head or coordinator IR

M General mgr

43%

Figurel2: Roles of responders participating in the survey

In short, the survey has been filled out by respondents from government (57%), research/NREN
(33%) and the finance sector (14%). One third of the tearairly small (F=TEor less), but 58% of

the teams are mediumsized (3-12 FTE and 2 teams can be psidered big (36 and 7GTE
respectively. Of the respondents, 68%e team leader or general managerindicating that filling

out this survey has been taken seriously by the teams, which is a good indicator for the quality of the
results.

The survey redts with regard tothe content questions have beaitedin various places in the main
text of this guide. In all those cases, a referral to Ansexhas been made.
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Type of alerts
57% 50% H Alerts

B Announcements

50% B Early Warnings
¥ Heads-ups

B Notifications
29%
B Security Advisories

H Security Bulletins

EVulnerability Warnings

S0% ¥ \Warnings

Figurel3: Types of alerts issuing by teams participating in the survey

Does Outcome of rating define
notification type?

M Other factors define
notification type

B Qutcome of rating defines
notification

B No rating performed

Figurel4: Outcome rating defines notification type

Page39



x i L Alerts, Warnings and Announcements
Best Practices Guide

November 2013

58%

Do you know who to notify about what?

B YES WE KNOW WHAT OUR
CONSTITUENTS NEED AND
SEND THEM ONLY THAT
INFORMATION

B YES WE USE AN 150-27002
STYLE CONFIGURATION
MANAGEMENT DATABASE TO
SEND TAILORED INFORMATION

B NO WE SEND ALL OUR
NOTIFICATIONS TO ALL OUR
CONSTITUENTS AND LEAVE IT
TO THEM TO DECIDE

Figurel5: Do you know who to notify about what?

Tools Used

HTARANIS

B CARMENTIS

B ABUSEHELPER

EMEGATRON

Hn6

Figurel6: Tools used by teams participating in the survey
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Annex B Public security news feeds sourcéStatus 11/2013)
http://asert.arbornetworks.com/feed/
http://blog.acrossecurity.com/feeds/posts/default?alt=rss
http://blog.fortify.com/blog/feed/
http://blog.fortinet.com/feed/

http://blog.icann.org/feed/

http://blog.intego.com/feed/atom
http://blog.mozilla.com/security/feed/
http://blogs.mcafee.com/mcafedabs/feed
http://feedproxy.google.com/Abusech
http://feedproxy.google.com/arstechnica/sirity
http://feedproxy.google.com/beasecurityadvisories
http://feedproxy.google.com/dviabsblog
http://feedproxy.google.com/DvlabsNews
http://feedproxy.google.com/DvlabsPublishedAdvisories
http://feedproxy.google.com/DvlabsUpcomingAppearances
http://feedproxy.google.com/isc2Blog
http://feedproxy.google.com/MxLogicThreatblog
http://feedproxy.google.com/PrevxResearchBlog
http://feedproxy.google.com/schneier/excerpts
http://feedproxy.google.com/SkypeSecurity
http://feedproxy.google.com/Vrt
http://feedproxy.google.com/WatchfireApplicationSecuritylnsider
http://feedproxy.google.com/wired27b
http://feedproxy.google.com/ZDPress
http://feedproxy.google.com/ZDBPublishedAdvisories
http://feedproxy.google.com/zdnet/security
http://feedproxy.google.com/FE_research?format=xml
http://feedproxy.google.com/integrigysecurityblog?format=xml
http://feeds.ca.com/CaSecurityAdvisorNewlyDiscoveredVulnerabilities
http://feeds.ca.com/CaSecurityAdvisorVulnerabilityAlerts
http://feeds.cacom/casecurityresponseblog/
http://feeds.ca.com/CaUnicenterPatchManagementAlerts
http://feeds.ca.com/CS_CASecurityAdvisorResearchBlog
http://feeds.feedburner.com/AttackAndDefenseLabs
http://feeds.feedburner.com/CsirtFoundry
http://feeds.feedburner.com/dsecrg_news
http://feeds.feedburner.com/dsecrg_pub
http://feeds.feedburner.com/dsecrg_vuln
http://feeds.feedburner.com/ForresterSRM
http://feeds.feedburner.com/GoogleChromeReleases
http://feeds.feedburner.com/Rapid7Securifyyerts
http://feeds.feedburner.com/SansinstituteAtRiskPart2
http://feeds.feedburner.com/SansinstituteRRLast25
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http://feeds.feedburner.com/SanslinstituteWebcasts
http://feeds.feedburner.com/SANSPenTesting
http://feeds.feedburner.com/SCMagazineNews
http://feeds.feedburner.com/SecuritymargitNieuws
http://feeds.feedburner.com/securityweek
http://feeds.feedburner.com/Snort
http://feeds.feedburner.com/SpiderlabsAnterior
http://feeds.feedburner.com/verizonbusiness/
http://feeds.feedburner.com/VxHeavens
http://feeds.reuters.com/reuters/technologyNews
http://feeds.sophos.com/en/rss2_8ophosadvisories.xml
http://feeds.sophos.com/en/rss2_8ophosgrahamcluley.xml
http://feeds.sophos.com/en/rss2_Bophossecuritynews.xml
http://feeds.sophos.com/en/rss2_8ophossophoslabdlog.xml
http://feeds.trendmicro.com/TrendMicroSecurityAdvisories
http://feeds2.feedburner.com/infoworldfeed
http://feeds2.feedburner.com/zeaker
http://feeds2.feedburner.com/zscaler/research
http://isc.sans.org/rssfeed_full.xml
http://pandalabs.pandasecurity.com/feed/rss/

http://php -security.org/feed/index.html
http://rss.feedsportal.com/c/32143/f/414040/index.rss
http://rss.feedsportal.com/c/32569/f/491736/index.rss
http://www.accuvant.com/blog/feed
http://www.acunetix.com/blog/feed/
http://www.barracudalabs.com/wordpress/index.php/feed/
http://www.coresecurity.com/content/advisoriedeed
http://lwww.eeye.com/feeds?rss=ZerDayTracker
http://iwww.eweek.com/rssfeeds45.xml
http://www.eweekeurope.co.uk/category/news/newsecurity/feed
http://www.exploit-db.com/feed/
http://www.gcn.com/rssfeeds/security.aspx
http://www.honeyblog.org/feeds/index.rss2
http://www.honeynet.org/feed/blogfeed
http://www.kb.cert.org/vulfeed/
http://www.krebsonsecurity.com/feed/
http://www.microsoft.com/technet/security/advisory/RssFeed.aspx?securityadvisory
http://www.microsoft.com/technet/security/bulletin/RssFeed.aspx®scomprehensive
http://www.norman.com/feeds/latest_blogs.rss/en
http://www.norman.com/feeds/security_articles.rss/en
http://www.novell.com/newsfeeds/rss/securityPatches.xml
http://www.offensive-security.com/feed
http://www.rsa.com/blog/rssfeed.aspx

http://www.ruby -lang.org/en/feeds/news.rss
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http://lwww.symantec.com/connect/itemfeeds/blog/691/feed
http://www.terena.org/feeds/news.rss
http://www.timesonline.co.uk/tol/feeds/rss/tech.xml
http://www.virusbtn.com/library/feeds/news.rdf
https://community.rapid7.com/blogs/feeds/posts
https://hermes.opensuse.org/feeds/62042.rdf
https://www.trustwave.com/feeds/advisories/
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Annex C Relevant ENISAocuments crosseference

Proactive detection of network security incidents, CERT samalysi§2

http://www.enisa.europa.eu/activities/cert/support/proactiva&etection/surveyanalysis

WBood Practice Guide for Incident Managentent

http://www.enisa.europa.eu/activities/cert/support/incidertmanagement/files/qgooebractice
quidefor-incidentmanagement

BaselineCapabilitieof n/g CERTeUpdated Recommendations 2002

http://www.enisa.europa.eu/activities/cert/support/files/updatedecommendations2012

EISAS Larggcale Pilot Collaborative Awareness Raising for EU Citizens &@MEs

http://www.enisa.europa.eu/activities/cert/otheswork/eisas folder/eisagarge-scalepilot
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