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Executive summary

Yearly ENISA publishesamual report about sigrifant incidents in the lectronic communications
sector, which are reported to ENIS#ider Article 13a of thé=ramework Directive (2009/140/EC)
This report coves the incidents that occurred in 2012

This report provides an aggregated analysis of the incident redrtsit severe outages, looking at
the impact of incidents, root cause categories and detailed causes. Itraeésclude details about
individual cauntries,individualproviders, ornndividualincidents

In total 18 countries reported 79 significant incidents, 9 countries reported no significant incidents.
Belowwe summarizéhe mainconclusions that can be drawn from the incident reports.

1 Most inddents affected mobile telephony or mobile Internet (about 50 % of the incidents

respectively). Incidents affecting mobile telephony or mobile Internet also affected most

users (around 1,8 million users per incident). This is consistent with the highrptoet

rate of mobile telephony and mobile Internet.

In 37 % of the incidents there was an impact on the emergency number 112.

C2NJ Y2aid AYyOARSyYyd NBLR2NIaA GKS NR2G Ol dzasS 4l

was the most common root cause egbry also for each of the four services (fixed and

Y2o0AfS (StSLK2yed |FyR FAESR |FyR Y20AftS LyGs

hardware failures were the most common cause, followed by software bugs. The assets

most often affected by system failks were switches (e.g. routers and local exchange

points) and home location registers.

9 Incidents categorized with root cause third party failures, mostly power supply failures,
affected around 2.8 Million user connectioms average. Incidents involvirige detailed
cause overloadféected around 9.4 million user connectioos average.

1 Incidents caused by natural phenomena (mainly storms and heavy snowfall) lasted the
longest: around 36 hours on average.

1 Incidents caused by overload followed by poweiuigs respectively had most impact in
terms of number of users affected times duration.

1 Overall, switches and home location registers were the network components or assets most
affected by incidents.

ENISA, together with the National Regulatory AuthesitiNRAS) dhe different EU Member States,

discusss specific incidentsn more detailin the Article 13a Expert GroupWhere needed ENISA

drafts technical guidance for NRAs and providers abaitigating incidents. For example, following

frad eSIFNDRa NBLERNIX 9bL{! Aa y266 RNITFTlGAYy3I NBO2
national roamingor resilience

=a =

ENSA publishes an annual repad provide industry and government ba$ in the EWvith data
about significant incidentsThe next annual report will be published in summer 2014, covering
incidents that occurred in 2013.

We thank the regulators and the EC for a fruitful collaboration and we are looking forward to
leveraging this kind foreporting to further improve the security and resilience of the electronic
communication networks in the EU electronic communications sector and more generally for
supervision of security in other critical sectors.
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1 Introduction

For the second time in the EU significant securitydiewis were reported to ENISA and the

European Commission, under Article 13a of Bramework Directive (2009/140/E@) new article

introduced in the 2009 refornof the EU legal framework for electronic communicatioms this

document, ENISA analyses the 79 incident reports of severe outages of electromigization
yStig2N]l a 2N aSNBAOSA (KFIG 6SNB &adzm YA(GGSRastF2 NI H A
& S | NdDal reporting TheExecutive Summaigf this report provides a snapshot of this analysis.

Note that in this document ENISA daest provide details from the individual incident reporihe
analysis is only an aggation in terms of averages and percentages across the EU. ENISA does not
make any references here to specific countries or specific providers. The incidents are discussed in
more detail in theArticle 13a ExperGroup.

This document is structured as follov@&ection 2and Section Jriefly summarize Article 13a and the
details of the technical implementation of Article 13# agreed in the Article 13a Expert Group by
the different NRAs of the EU Member StatBectiord analyses the incidents which were reported,
and this paper concludes with some general conclusi8est{on 3 which followfrom the incidents.
For the interested reader, the annex contains data abmdgt causes and detailed causes per service
as well as the detailed causes and impact for Circuit Switched TelephdnyolP respectively.
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The reform of theEU legal framework for electronic communicatipmghich was adoptedh 2009

5ANBOGA D

and was transposed by most EU countries around May 2011, adds Article 13a Foathework
Directive Article 13a addresses the security and integuy public electronic communications
networks and services. The legislation concerns National Regulatory Authorities (NRAs) and

providers of public electronic communications networks and services (providers).

Article 13a states:

Providers of public electraa communications networks and services should take measures to
guarantee security and integrity of their networks.

Providers must report to competent national authorities about significant breaches of security or
integrity.
National Regulatory Authoritieshould notify ENISA and national authorities abroad when necessary,
for example in case of incidents with crdssrder impact.

Annually, National Regulatory Authorities should submit a summary report to ENISA and the European

Commission (EC) about thecidents.

The incident reporting flows are shown in the diagram below. This document analyses the incidents
that have been reported to ENISA and the EC (the black dashed arrow).

Ty
I I
EC ! Incident notification —d—> |
I * I
I I
| Incident reporting = s i
P ENISA L |
P
V4 7y
/
. Memb(ir state N Member state
| National | National
| authority authority
Network or Network or Network or Network or Network or Network or
service service service service service service
provider provider provider provider provider provider
o %

Figurel: Incident reporting in Article 13a.

! Here integrity means network integrity, which is often called availability or continuity in information security
literature.
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3 Atrticle 13a Expert Group and Incident Reporting Procedure

In 2010, ENISA, Ministries and NRAs initiated a series of meetings (workshops, conference calls) to
achieve a harmonised implementation of Article 13a of Bramework directiveln these meetings,

a group of experts from NRAs, calkb@ Article 13a Expert Groypeached aggement on two non

binding technical documents providing guidance to the NRAs in the EU Member States :

Technical Guidelines for Incident Reportaryl

Technical Guidelines for Minimum Security Measures

The Article 13a Expert Group continues to meet several times a year to discuss the implementation
of Article 13a (for example, on how to supervise the electronic communicationsrsactd to share
knowledge and exchange views about past incidents, and how to address them.

3.1 Technical Guidelines on Incident reporting

The last two years, NRAs have used version 1.0 of the Technical Guidelines on Incident Reporting. At
the end of last yar, in agreement with NRAs, ENISA amended and improved the reporting
thresholds and the incident reporting template, to be used for the 2013 reporting. This was done in

a separate document, describing the procedure for 2013 reporting.

From January 2013 ¢hNRAs will be using version 2.0 of the Technical Guideline on Incident
Reporting.

3.1.1 Services in scope
NRAs should report incidents affecting the following communication services and networks:

1 Fixed telephony (e.g. PSTN, VoIP over DSL, Cable, Fiber, &), ceter
1 Mobile telephony (e.g. GSM, UMTS, LTE, et cetera),

9 Fixed Internet access (e.g. Dial up, DSL, Cable, Fiber, et cetera),
1 Mobile Internet access (e.g. GSM, UMTS, LTE, et cetera)

NRAs may also report about incidents affecting other types of services.

3.1.2 Seawrity incidents in scope

NRAs should report security incidents, which had a significant impact on the continuity of supply of
electronic communications networks or services.

3.1.3 National user base
NRAs should provide estimates of the total number of usersiofi service in their country.

1 For fixed telephony and Internet, NRAs should use the number of subscribers or access lines
in their country.

1 For mobile telephony, NRAs should use the number of active telephony SIM cards.

1 For mobile Internet, NRAs shouldns u;f:

1. The number of standard mobile subscriptions, which offer both telephony and
Internet access, and which have been used for Internet access recently (e.g. in the
past 3 months).

2. The number of subscriptions dedicated for mobile Internet access,hwéaie
purchased separately, either standalone or on top of an existing voice subscription.

%Here we follow the definition agreed ihé COCOM meetings.
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3.1.4 Thresholds

The threshold for annual summary reporting is based on the duration and the number of users of a
service affected as a percentage of the national usee lzdighe service.

NRAs should send an incident report, as part of the annual summary reporting, if the incident

1 lasts more than an hour, and the percentage of users affected is more than 15%,

1 lasts more than 2 hours, and the percentage of users affeisteabre than 10%,

9 lasts more than 4 hours, and the percentage of users affected is more than 5%,

9 lasts more than 6 hours, and the percentage of users affected is more than 2%, or if it

9 lasts more than 8 hours, and the percentage of users affected is thanel%.
¢tKS GKNBaAK2fR aK2dZ R 0SS dzyRSNRERG22R WLISNJ aSNIIA OS¢
multiple services, then for one of the services the threshold should be passed. NRAs may also report
incidents with an impact below the threshbl

Uz>"">ut
yg>"">uy
ug>"">yg

ug<

Uy>"">Uc

1%x<...< 2% of user base

2%<...< 5% of user base

5%<...< 10% of user base

10%<...< 15% of user base

> 15% of user base

Figure2 Threslold for annual summary reporting based on a combination of duration and the percentage of the national user base.

3.1.5 Root cause categories
In the incident reports five categories of root causes have been distinguished.

1 Natural phenomenag¢ This category incluebs incidents caused by natural disasters. For
instance storms, floods, heavy snowfall, earthquakes, and so on.

1 Human errors- This category includes incidents caused by errors committed by employees
of the provider.

1 Malicious attacks This category inclugb incidents caused by an attack, a cyagack or a
cable theft e.g.

9 System failures¢ This category includes incidents caused by a failure of hardware or
software.

1 Third party failuresg This category includes incidents caused by a failure or incideat a
third party.
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3.1.6 Reporting procedure

In spring 2012 the European Commission agreed with the EU Member States (in meetings of the
Communications Committee, COCOM) to do the first round of annual summary reporting on the
2011 incidents. The decision incadl a recommendation to use the reporting template agreed
within the Article 13a ExpérGroupand published by ENISA. Following the COCOM meeting, ENISA
implemented the technical procedure by gleying a basic electronic form based on the Article 13a
guidelines for incident reportingThere was also an agreement that in the following years, annual
reporting would be carried out by the end of February each year.

In the automn of 2012 ENISA developed an online incident reporting tadled CIRAS), which
replaces the electronic forms exchanged by email. The goal of CIRAS is to allow NRAs more control
over the data reported and to improve the collection and aggregation of incident reports.
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4 Analysis of the incidents

In total, all 28 EU Member States participated in this proce$8 countries reported in total79
significant incidents9 countries reportel there were nosignificantincidentst Y R m O 2 dzy (G NB
implemented incident reporting yet.

1 Number of countries
reporting significant incidents

Number of countries
9 18 reporting no significant
incidents

Number of countries without
Article 13a implementation

11

Figure3 Countries involved in the annual summary reporting over 2012.
9

(2011)

In this section ther9 reported incidentsare aggregated and analyseBirst some examples of
incidentsare given(in Section 41), then the impact per servide analysedin Section 42), then the
impact per root cause categolg analysedSection 43), and inSection 44 detailed causesre
examined In Section 45 impact as a product of user connectioaffected and duration of the
incidents is analysed and ®ection 46 the components or assets affected by the incidents are
considered.

At this point there is a neetb stress that statistical conclusions based on these numbers should be
drawn with care. The smaller incidents are not reported at an EU level and this meantkealtview

is biased towards the larger incidensnother remark is that the reporting to ENISA has only been
carried out for two years, and this is not enough to draw conclusions on trends. However, where
there are data from 2011, diagrams are displagsda comparison.

4.1 Examples of incidents

In this section, we give some anonymized examples of inccidents, tagiiwdea of the different
incidents thathave beerreportedover the last two years.

4.1.1 Overload caused VolP outage (hours, thousands, systenirfajl

In the shift from a temporary to a permanent network solutirice over IRervice were lost fot00

000 usersBasically thdMS became overloaded as a result of too many simultaneous registrations
of customer devices. The provider had to limgisgations andwas handling full traffic agaiafter

14 hours

¥IMS = IP Multimedia Core Network Subsystemfunctional architecture designed to enablprovidersto
delivera wide range ofeaktime, packetbased services.
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4.1.2 Faulty upgrade halted HBase traffic (hours, millions, human error)

An upgrade in a core router went seriously wrong, and caused a drop of all IP based traffic for the
providercausingmany ®rvices to go downncludingthe emergency numberl2. This incident led to

an outage of 17 hours affecting 3 million useffie provider downgraded to make the network
stable. The post incident action was to change the routines for upgrades includingroe»dures

for suppliers and integrators

4.1.3 Cable theft causing fibre optic cable break (hours, thousands, malicious attack)

A fiber optic cable was cut off due to a cable theft attempt. The incident affected 70 000 fixed
telephony users and 90 000 fixbdernet users for 10 hourdDuring repairsa temporary path was
established.

4.1.4 DDoS attacks on DNS affected mobitternet (hours, millions, malicious attack)

A series obDistributedDenial of Service attacks NH S i SR domdidM&Ema seR/Ba\ pah5

million mobile Internet users were affected during-2 hours. The attacking {&dresses were
tracked and blocked, the load balancing units were restarted and the traffic could be recovered. As
postincident actions additional DNS servers were instalt®nfiguration changes were made on
firewalls and hardware was expanded to withstand similar attacks

4.1.5 Big storm affecting power supply causing large scale outage (days, millions, natural
disaster)

A severe storm hit several countries. The storm had ammajpact on the power grid infrastructure

and to a limited extent also on mobile network equipment (like mobile base stations). The prolonged
power cuts eventually caused many mobile base stations to run out of power. As a result around a
million users wie without mobile communication services for 24 hours, and in some cases up to two
weeks.

4.1.6 Configuration error (hours, millions, configuration error)

An employee of a fixed telephony provider made a configuration error. The error prevented fixed
telephony wers to make outgoing international phone calls to Western European countries for 4
hours. The incident was resolved after a reconfiguration and a reboot.

4.1.7 Vandalism by former employee affected DSL (days, thousands, malicious attack)

A former employee of grovider deliberately set fire to a switching system, which was used for
providing fixednternetservice to around 10.000 subscribers. The incident was resolved by replacing
the switch. Around 36 hours later the fixiediernetservice was working again.

4.1.8 Faulty software update affected mobile telephony (hours, thousands, software failure)

A provider applied a regular software update at a Home Location Register (HLR) which turned out to
be faulty. The failure at the HLR impacted mobile telephony Iatainet services. The incident

A w4 oA X

FFFSOGSR o2dzi KFEF 2F GKS LINPJARSNRA Odzad2YSNA

4.1.9 Submarine cable cut from anchorage (hours, thousands, third party)

I aKALIQA [y OK 2oN@uysHbmBrineychbie S dnnécth§ two islands. Contiogetans
were triggered quickly, which meant that only a smaller number of users were affected.
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4.2 Impact

This sectiorfocusses orthe impact ofthe incidentson the electronic communication services.

4.2.1 Incidents per service

Figure4 shows which percentage ahcidents affected which services. Most incidents have an
impact on two or more servicew/ich is whythe percentages in the chart add up to 152%).

60
48

50 49

40 37

30 -

25

20 -

10 -

0 n T T

Fixed telephony Fixed Internet Mobile Telephony Mobile Internet
61 59

Figure4 Incidents per service (percentage) 33 I I

(2011)

Most incidents (around8%) affected mobile telephony or mobileternet. This would suggst that
mobile services are more at risk of largeale outagesWe drew a similar conclusion last year.

4.2.2 Number of users affected per incident per service

Figure5 shows the average number of users affected, per incident, per sginid®00s)

2000 1800
1800
1600
1400
1200
1000
800
600

w0 el 300
200 _}
0 - T

Fixed telephony Fixed Internet Mobile Telephony Mobile Internet

1700

Figure5 Average number of users affected per incident per service (1000s). 400

200 200

100 .
||

(2011)
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Incidents affecting mobile telephony and mobiiternet involve on averagé,8 million users. This is

partly due to the fact that mobile telephony has more customers (on average 110% of the
population for mobile telephony, compared to 508% fixed telephony)Note thatthe EUaverages

in thiscalculationare not always representative for thrgzesof incidents that could occur nationally
regarding users affectedbecause of differences in national network topologies. Also, since the
threshdds for reporting to ENISA and the EC are based on the percentage of national users affected,
smaller outages are underrepresented in the EU averages

4.2.3 Percentageof the national user baseaffected

Figure 6 shows the percentage dahe national user baseffected, on averageer incident, per
service

18 16
16
14
12 10
10 - 8 9
8 -
6 -
4 -
2 -
0 - . .
Fixed telephony Fixed Internet Mobile Telephony Mobile Internet
16

1z

On average, incidents affecting mobile internet affd@6 of the users. This is more than the
percentages for the mobile telephony and the fixed communication services. This would tsugges
that, not only mobilelnternet servicesare more vulnerable, but also that a larger portion of the
users is affected in the incidents that were reported

Figure6 Number of users affected per incident per service (percentage). 12

(2011)
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4.2.4 Impact on emergency services and interconnections

In figures 7 and 8 we show the impact on enwrgy services and interconnections respectively.

Emergency Calls

Affected

m Not affected

Figure7 Impact on energency calls.

(2011)

In 37 % of the incidents there was impact on emergency cadisthe possibility for users to contact
emergency caitentresusing the emergency number 112.

Interconnections

11

Affected

= Not affected

Figure8 Impact on interconnections

(2011)

In 11 % of the incidents there was an impact on interconnections to other providers.
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4.3 Root causecategories

This sectiorshowsthe impact of incidents, per root cause category.

4.3.1 Incidents per root cause category

Figure9 showsthe percentage of incidentsap root cause category.

Third party failure

System failures

Malicious actions 3
Human errors 5
Natural phenomena (5)
(I) 10 20 30 40 50 60 70 80

Figure9 Incidents per root cause category (percentage).

o 5 10 15 20 25 30 35 40 45 50

(2011)

Most of the incilents fallin the rootcauseOl G S 32 NB  W{ &60)iNDIE that thd riuchbtedS & Q
add up to more than 100% because for a few incidents multiple mtse categories were
indicated.

4.3.2 Average duratbn of incidents per root cause category

FigurelOshows the average duration ofcidentper root case category.

Third party failure

System failures

Malicious actions

Human errors

Natural phenomena

FigurelO Average duration of incidents peroot cause category (hours).

(2011)
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Natural phenomena need the longest recovery time compared with the other root cause categories:
an average of36 hours. AlsoyiOA RSy Ga Ay (GKS NR2:G OFdzaS OFGS3az
recovery time, 26 hours in average.

4.3.3 Average number of user connectiorsdfected per root cause category

Figure 11 shows the average number of affected esemectiors in each incident for a daiin root
cause categoryNote that a singleisercould have access to multiple services, so in certain incidents
the affected users are counted multiple times. Rbis reasonwe count the number of user
connections affected per service.

Third party failure 2é08
System failures
Malicious actions
Human errors
Natural phenomena
(I) 560 10IOO 15IOO 2000 2500 3000

64

Figurell Average number of useconnectiors affected per incident per root cause

791

o 100 200 300 400 500 600 700 800 900

(2011)

Althoughincidents caused by natural phenomena lasted long@&tourson average)the number

of user connectionsin these cases was relativelimlted (on average 560.000 connectidns
compared to other root cause categories. The incidents causedituyphrty failures affectednost
connectiongaround 2.8 Milliof), and they lasted fairly long (on average 13 hours). A high proportion
of these incidents (60%) were caused by failures related to power supply. It is difficult to draw
conclusions on why thaumber of affectedconnectionswas so high this year. There were some
incidents that generated a v high number of affected user connectigmeainly five incidents on
mobile networks that affected a range 4fmillion to 50 million user connections
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4.4 Detailed causes

In this sedbn, instead of looking at the fivebot cause categoriesye examineinitial causes and
subsequent causes triggering the incideRtor example, when a storm ldd a power cutwhich
leads to a network outage, thefior this incdent both power cut and storm are counted as detailed
causes2 S OF ff GKSYY GaRSGFAfSR Ol dzaSaé¢ o

4.4.1 Detailed causes

Figurel2 shows thedetailed causes dhcidents.

20

Figurel2 Detailed causes of reported incidents 40
20 14
= 1066
44 4 2 22 22
o — - - - T T
& 3 & & & & & & & o B P
e—'§> of‘ (;59& 535@0 5 \E?Ibo s,c‘d‘b -s:‘é‘ «"\;& -o\e'é‘ & (""(}'éd ‘\é\o'“ rb\,,(‘
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Hardware failure was the most common caufsdlowed by software bug
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4.4.2 Detailed causeper service

Figurel3shows thecauses oincidents per service
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For incidents in all four services, hardware failure was the most common cause. The second most
common cause for fixed telephony was software bdglf of those incidents affected VolP. For fixed
Internet, cyber attack was the second most common cause. For mobile telepdrmchymobile
internet the second most common cause wasoftware bug
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4.4.3 Average duration of incidentsind number of user conneains affected per detailed cause

Figurel4 shows the average duration of the incidener detailed causé
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Figurel4 Average duration of incidents per detailed causes (hours).

Incidents caused by bad weather, mainly storms and heavy snowfall, had the |dogatson.

Figure 15 shows thaverage numbeof user connections affecte@er detailed cause.

Figurel5 Average number of user connectioregfected per incident per detailed caus@ 000s).

Overload was the cause affecting by far most user connections, more than 9 mihoectionson
average per incident. In second and third place came software bugs with 4 million dffecte
connectionsand power cuts with 3 milliononnections

* Note thatENISA does not have comparable data ftbm2011lincidents
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4.5 Impactin user hours

This yeamwe also showthe impact of the incidents in terms of the product @dnnectionsaffected
and the duration of the incident: Wabbreviatedthis| & GKIZAdSNNE f 23 (€ @

4.5.1 User hours lost peroot cause category

Figure 16 shows the average impact in dseurs from incidents per root cause category.
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Figurel6 Average usethours lost per incident per root cause category.

‘Ihe root cause category third party fallure had most impact in terms orusers lostrollowed by
natural phenanena.

4.5.2 Userhours lost per detailed cause

Figure 17 shows the impact from the detailed causes in-heers.
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Figurel7 Average impact in user/hours of incidents peletailed cause

Overload is the detailed cause that has most iotda terms of user hours lost, followed ippwer
cuts followedand software bugs.
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